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Abstract: Human listeners can readily extract sounds of interest from distracting sounds by directing
their auditory spatial attention. Although the extent to which the auditory spatial attention influences
listening performance and its spatial distribution in daily situations is important, the characteristics of
this ability remain unclear. To investigate the characteristics of the auditory spatial attention, we
measured the word intelligibility (4-mora words) and detection threshold of a target sound (1/12
octave-band noise burst) in the presence of distractor sounds (speech sounds/noises with the same
bandwidth but with different center frequencies). In the experiment, we presented a target and multiple
distractors simultaneously from loudspeakers surrounding the listeners. Results showed that word
intelligibility improved when the target direction was attended compared to when it was not, whereas
the detection threshold of the narrow-band noise was not influenced significantly by attention. These
findings suggest that we can observe the effect of auditory selective attention when the listeners
continuously direct their attention to a specific direction. Moreover, the spatial pattern of word
intelligibility showed a peak corresponding to the attended direction. By contrast, the threshold of the
narrow-band noise was constant regardless of the presented direction in which the target was
presented.

Keywords: Auditory spatial attention, Auditory selective attention, Cocktail-party effect, Auditory
scene analysis

1. INTRODUCTION

In daily life, our ears receive a mixture of sounds from

multiple directions. Even in an acoustically complex

environment, humans can extract a sound of interest from

a mixture of various sounds — a well-known phenomenon

as the ‘‘cocktail-party’’ effect [1]. This effect is typically

observed when a listener tries to understand a specific

sound despite interference from multiple sources. Numer-

ous studies have investigated about how humans can

perceptually segregate a sound of interest from other

sounds [for reviews, see [2–6]].

These studies have demonstrated that several factors

are involved in this phenomenon. In particular, a spatial

separation of the sound sources should be a strong cue for

extracting the target sound from noises. For example, when

a listener hears a target sound in the presence of spatially

separated masker sounds, the performance of the detection,

discrimination, and identification of the target is better than

for when the sounds are all from the same direction [7].

This improvement is often referred to as the spatial release

from masking (SRM; [8–10]), which is due to the spatial

separation of sound sources based mainly on binaural

interaction. When the target sound is speech, the speakers’

individual voice characteristics (i.e., fundamental frequen-

cy (F0), formant frequencies, and accents) are also used as

cues for segregation. Studies with voices have suggested

that such speech sound characteristics play a role in

enhancing the segregation of the target from distractors

and, consequently, in improving the hearing performance

(e.g., speech intelligibility).

The stimulus-driven auditory processing based on ear

inputs plays an important role in extracting the target

sound. However, such a processing cannot fully explain

the ‘‘cocktail-party’’ effect, with the active auditory process

based on goal-directed cognitive processing also playing a

significant role. One of the most prominent goal-directed
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processes is auditory selective attention. In particular,

auditory selective attention in a spatial domain (hereafter

referred to as ‘‘auditory spatial attention’’) is vital to

isolating a sound of interest from spatially distribute

distractors. However, some of previous studies have

demonstrated that the effect of auditory spatial attention

is small [7,11,12] or no effect [13]. Ebata et al. [7]

investigated the auditory spatial attention when listeners

focused on a pure tone presented from a specific direction,

using the probe-signal method. In their study, they

presented a target tone in front of a listener (i.e., 0�) in

90% of the trials and at either 45�, 90�, or 135� in the

rest. Under such listening conditions, a listener’s auditory

spatial attention was expected to be attracted to 0�.

Contrary to this prediction, the results showed that the

difference in threshold between the attended (0�) and others

(45�, 90�, and 135�) was small (.1 dB), and therefore not

statistically significant.

On the other hand, there are studies reporting the

positive effect of auditory spatial attention [14–16].

Arbogast and Kidd [14] demonstrated that the effects of

the auditory spatial attention are observed when the

irrelevant signals are similar to the target signal, and the

spatial information is therefore critical to isolate the target.

Ericson, Brungart, and Simpson [15] experimented with

speech sounds and proved that prior information of the

speech sound and its location could enhance target

detection performance significantly in situations when

there are more than one interfering speakers.

As mentioned previously, it remains unclear which

situations are critical for auditory spatial attention to be

useful, that is, which factors concerning the listening

situation contribute to auditory spatial attention. The results

of the previous studies imply that auditory spatial attention

is observed when identifying the target speech sound in a

multi-talker environment [15,16] (or sounds with a com-

plex temporal structure [14]). However, previous studies

could not determine the exact conditions in which the

auditory spatial attention functions, because experimental

conditions such as number of distractors, temporal con-

ditions, experimental setups are different between the

experiments that showed attentional modulation and those

did not. Therefore, the aim of present study is to investigate

the effects of the sound stimulus and listening task on

auditory spatial attention. To clarify this problem, the

effects on auditory spatial attention were compared two

experiments: (1) recognizing the target speech sound in an

environment with multiple talkers (i.e., simulating ‘‘cock-

tail-party’’), and (2) detecting steady narrow-band noise

(NBN) bursts (no semantic information, steady and simple

frequency spectrum) as target in an environment with

multiple sources (i.e., having a contradictory nature to (1)).

Since these two experiments use aligned conditions, e.g.,

number of distractors, temporal conditions, experimental

setups, except for the sound stimulus and listening task,

the specific effects of the sound stimulus and listening

task could be extracted by comparing results of these

experiments.

In addition to the main question, we aimed to

investigate the spatial shape of the auditory selective

attention, which is one of the most fundamental character-

istics of selective attention. In the visual domain, when

humans direct their spatial selective attention to a specific

location, the effects of the spatial selective attention spread

over an area around the focal point [17] as the ‘‘spotlight’’

metaphor suggests [18]. A recent electrophysiological

study confirmed the spatial spread of visual spatial

attention and suggested different shapes of spatial attention

corresponding to various stages of visual processing [19].

In the auditory domain, there is evidence that the auditory

spatial attention operates in the manner of the spotlight of

attention [20–22]. Teder-Sälejärvi and Hillyard [21] and

Teder-Sälejärvi, Hillyard, Röder and Neville [22] showed

that the listening performance drops off steeply (almost

to the level of chance) when the direction of the target

position differs by 8� or more from that of the attended

direction. In contrast, Arbogast and Kidd [14] showed that

the performance decreases gradually as the angular

distance from the attended direction increases. These

results suggest that the spatial shape of the auditory

selective attention changes depending on the listening

environment and listening tasks. However, there seem to

be no reports describing the spatial spread of auditory

selective attention in response to competing speech sounds.

To elucidate this problem, we measured the shape of the

auditory spatial attention based on speech intelligibility in

the presence of multiple speech sounds and compared the

results to those obtained for the NBN detection task.

2. EXPERIMENT 1

Experiment 1 aimed to clarify the extent of the

influence of the auditory spatial attention on speech

recognition and, furthermore, the area covered by the

auditory selective attention spotlight with respect to speech

sound. To accomplish this purpose, we measured the word

intelligibility under two conditions: (1) target speech sound

presented at the direction and then not at the direction

explicitly indicated by a preceding sound and (2) target

speech sound presented at the implicitly expected direction

using the probe-signal method.

2.1. Methods

2.1.1. Listeners

Twenty listeners (10 males and 10 females aged

between 18–24 years) participated in this experiment. All

the listeners were naı̈ve to the purpose of the experiment.
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All the listeners were native Japanese speakers with

normal-hearing acuity. We obtained informed consent

from each listener before the experiment. The Ethics

Committee of the Research Institute of Electrical Commu-

nication, Tohoku University approved the procedure.

2.1.2. Apparatus and stimuli

We conducted the experiment in an anechoic room

at the Research Institute of Electrical Communication,

Tohoku University [23]. Figure 1 shows the experimental

setup. The five loudspeakers were placed circularly on a

horizontal plane centered in-between two ears in intervals

of 30� at the height of 1.3 m. The loudspeaker directions

were �60�, �30�, 0�, +30�, and +60� (positive values

represent the righthand side of the listener) at 1.6 m from

the listener. Sound stimuli were generated using a desktop

computer (HP ENVY 700-260jp) through a MADI inter-

face (RME MADIface USB) and a D/A converter

(DirectOut Technologies ANDIAMO 2.DA). We used

MATLAB (version 2017a) with an open-source audio I/O

library (Playrec, http://www.playrec.co.uk/) to control the

experiments. Speech sounds comprising of Japanese words

of four moras uttered by one male and female speaker were

selected from ‘‘Familiarity-controlled Word lists 2003’’

(FW03; [24,25]). This word list is divided into four sets

according to word-familiarity rank: high familiarity (7.0–

5.5), upper-middle familiarity (5.5–4.0), lower-middle

familiarity (4.0–2.5), and low-familiarity (2.5–1.0). In this

experiment, we used the 1,000 words with the highest

familiarity rank (7.0–5.5) from the total of 4,000 words

(i.e., each rank includes 1,000 words). The target speech

sounds were the 400 words that are included in ‘‘Familiar-

ity-controlled Word lists 2007’’ (FW07; [26,27]). FW07 is

a shrunken version of FW03 for clinical use and comprises

20 lists for each familiarity rank. Each list contains 20

words (i.e., each rank includes 400 words). The other

600 words were used as distractors. In experiment 1, one

female (fhi) and one male (mya) speech sound were

assigned as a target and a distractor, respectively.

The A-weighted sound pressure level of each target and

distractor speech sound was set at 65 dB at the center

position of a listener’s head. The level was represented by

equivalent continuous A-weighted sound pressure level.

Here, the time duration for the time averaging was the

length of the words recorded in FW03 because the words

were used as recorded without any editing. The target

sound and four distractors were presented simultaneously

from five loudspeakers.

2.1.3. Procedure

This experiment consisted of two conditions: cue and

probability-control conditions. The order of the two

conditions was counterbalanced across listeners. For both

conditions, the listeners were instructed to focus on a target

speaker (i.e., female speaker) and to write down the uttered

words spoken on a response sheet as soon as they heard

them. Moreover, the listeners were asked to keep their

head stationary and straight ahead at 0� during the whole

session. A single target word uttered by the female speaker

was presented from one of the five loudspeakers, whilst

four distractors uttered by the same male speaker were

presented from the other four loudspeakers.

In the cue condition, the loudspeaker from where the

target speech sound would be presented was indicated

beforehand. To indicate the direction of this loudspeaker,

a 500 ms burst of white noise (including a 10 ms rise/fall,

A-weighted sound pressure level: 65 dB) was delivered via

a loudspeaker 1,000 ms prior to the presentation of the

speech sounds. The sound pressure level of this noise burst

was defined as the value when the steady part of the sound

stimulus was presented continuously. Listeners were asked

to direct their attention to the loudspeaker from which the

cue sound was presented. Twenty words (i.e., 1 list) were

assigned as target speech sounds to one of five loud-

speakers, and 80 words, which were selected randomly

from the 600 distractor candidates, were assigned sepa-

rately to the remaining four loudspeakers (i.e., 20 words

to each loudspeaker). Target speech sounds were presented

from each of the five loudspeakers with equal probability

(p ¼ 0:2); consequently, 100 (20 words � 5 loudspeakers)

and 400 (100 words � 4 remaining loudspeakers) words

were assigned as the target and distractors, respectively.

This condition consisted of 100 trials. The order of the

presented target word and the loudspeaker from where it

was presented were randomized.

Fig. 1 Schema of the experimental setup. The listener
sits on a chair at the center of the loudspeaker array,
facing the front (0�).
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In the probability-control condition, the direction to be

attended was not explicitly indicated to the listeners. By

contrast, to attract attention to a 0� loudspeaker implicitly,

the probe-signal method was applied [28]. Among the 400

trials, the target speech sound was presented from the 0�

loudspeaker in 80% of the trials. In the remaining 20%,

the target speech sound was presented from one of the

other four loudspeakers chosen randomly with equal

probabilities (5% each). That is, 320 words (i.e., 16 lists)

were presented as the target speech sound from the 0�

direction and 1,280 words (i.e., 320 words � 4 remaining

loudspeakers) were assigned separately as distractors from

the remaining 4 loudspeakers. Whereas, 80 words (i.e., 4

lists) were presented as the target sound from the other

4 loudspeakers (�60�, �30�, +30�, and +60�) and 320

words (i.e., 20 words � 4 remaining loudspeakers) were

presented separately as distractors from the remaining 4

loudspeakers. Consequently, 400 and 1,600 words were

assigned as the target and distractors, respectively. Follow-

ing this procedure, we expected that the listeners would

be aware that most of the target speech sounds were

presented from the loudspeaker at 0�, and thus direct their

attention to 0�.

2.2. Results and Discussion

In experiment 1, we calculated the word intelligibility

score as the rate at which target words were recognized

correctly for each condition. At 0� in the probability-

control condition, the word intelligibility score was

calculated using the results of the last 20 trials (from a

total of 320) to match the number of trials corresponding to

other angles and to select the trial where the attention

would be best established in the probe-signal method.

Figure 2 shows the word intelligibility scores as a function

of target speech sound direction. Data points and error bars

represent the mean and standard errors, respectively,

averaged across all listeners. Solid squares and open

triangles represent the results of the cue and probability-

control conditions, respectively.

In the cue condition, the word intelligibility at 0� was

lower than that for other directions and the score increased

as the angular distance from 0� increased. By contrast, in

the probability-control condition, the word intelligibility

deviated a little (approximately �5%). This means that the

effect of the direction was not observed clearly. The mean

intelligibility scores for the probability-control condition

were approximately 12% lower than those for the cue

condition. A two-way repeated-measure analysis of var-

iance (ANOVA) was performed on the mean data with

the condition (cue/probability-control) and target speech

sound directions (�60�, �30�, 0�, +30�, and +60�) as

factors. Both the main and the interaction effects were

statistically significant (condition: F1;19 ¼ 4:69, p ¼ 0:043,

�2
G ¼ 0:049; target speech sound direction: F4;76 ¼ 6:94,

p < 0:001, �2
G ¼ 0:091; condition � target speech sound

direction: F4;76 ¼ 2:54, p ¼ 0:046, �2
G ¼ 0:039). Further

analysis of this interaction revealed that the word intelli-

gibility scores for �60� and +60� in the probability-control

condition were significantly lower than those in the cue

condition (�60�: F1;19 ¼ 3:95, p ¼ 0:050, �2
G ¼ 0:219,

+60�: F1;19 ¼ 9:08, p ¼ 0:003, �2
G ¼ 0:503). Moreover,

these scores for the cue condition were significantly

different depending on the target speech sound directions

(F4;76 ¼ 8:24, p < 0:001, �2
G ¼ 0:869). The post hoc test

(Ryan’s method, p < 0:05) revealed significant differences

in the direction between +30� and +60�, �30� and +30�,

0� and +60�, and�30� and +60�. The results show that the

word intelligibility for the cue condition was significantly

higher than that for the probability-control condition. The

results of experiment 1 demonstrated that the mean word

intelligibility scores in the cue condition are higher (ca.

10%) than those in the probability-control condition, with

the scores at �60� highlighting the significant difference

between the conditions.

In Fig. 2, the results of the cue condition depend on the

attended direction and the direction from where the target

speech sound was presented, although a listener’s attention

was expected to be directed equally between all the target

directions. As the distance from 0� increased, the observed

score (i.e., word intelligibility) also increased. One possible

reason of such result is the effect of SRM which has been

reported elsewhere [8,29]. Peissig and Kollmeier [29] have

indicated that the speech recognition threshold (SRT) is

decreased by the effect of SRM when the angular distance

between a target sound and distractor is increased up to

Fig. 2 Word intelligibility score as a function of the
direction of target speech sound. Solid squares and
open triangles represent the results of the cue and
probability-control conditions, respectively. Error bars
denote the standard error of the mean.
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approximately 90�; after that, the SRM increases as this

distance approaches 180�. Therefore, when the target sound

is presented from peripheral directions (i.e., �30� and

�60�), the word intelligibility score increases. The results

of the cue condition presented in experiment 1 of this study

indicate a U-shaped function due to SRM. By contrast, in

addition to SRM, the results of the probability-control

condition may be affected by spatial attention, resulting in

a relatively flat shape.

To negate the impact of common factors that were

encountered for both conditions, such as SRM, we

subtracted the scores of the probability-control condition

from those of the cue condition and regarded the difference

as the valued proportional to the effect of spatial attention.

Figure 3 illustrates the result as a function of the target

speech direction. This figure shows clearly that the

difference at 0� is lower than that for other directions.

Moreover, this score monotonically increases with the

increase of the direction difference from 0�. A one-way

repeated-measure ANOVA was performed on the subtract-

ed results with the target speech sound directions (�60�,

�30�, 0�, +30�, and +60�) as a factor. The main effect is

significant (F4;76 ¼ 2:54, p ¼ 0:046, �2
G ¼ 0:074). The post

hoc test (Ryan’s method, p < 0:05) revealed a significant

difference due to the direction changing from 0� to +60�.

The results showed that the word intelligibility scores

decreased significantly as the angular distance increased.

Since previous studies examined the spatial extent of

auditory selective attention, measuring a detection thresh-

old in dB, it is preferable to convert our results to a

threshold in dB in order to compare with previous studies.

Therefore, we calculated the SRT based on the results of a

previous study [30]. To convert the word intelligibility

score into the SRT, the relationship between the word

intelligibility and the signal-to-noise ratio for the words

recorded in FW03 (see Fig. 1(d) in the Amano et al. [30])

was used. For example, since the mean score of word

intelligibility at 0� in cue condition is 70%, the 70% point

of the function (�8 dB) is defined as the SRT. In the

present study, the word intelligibility score was subtracted

between the two conditions after the word intelligibility

was converted to the SRT.

The study by Amano et al. examined the relationship

between the word intelligibility score and signal-to-noise

ratio for FW03, although some of listening conditions

differed from the present study; the authors measured the

word intelligibility score for a monaural listening situation

using headphones, with the speech spectral shape noise

was used as the masker. Therefore, their results do not

include in the masking effects such as SRM. Similarly,

the subtracted result (cue � probability-control) in the

present study does not contain the effect of masking, as

we considered it broadly irrelevant with respect to our

investigation.

Figure 4 shows the estimated SRT as a function of the

target speech direction, with the results forming a U-shaped

function.

3. EXPERIMENT 2

In comparison with speech sounds, experiment 2 used

more. In this experiment, we examined the extent of the

influence of the auditory spatial attention on NBN

detection and, in addition, the area covered by the auditory

selective attention spotlight with respect to NBN. To

accomplish this, we measured the detection threshold of

NBN under identical conditions as experiment 1; namely,

the aforementioned cue and probability-control conditions.

In order to compare the results of experiment 2 with those

Fig. 3 Difference in word intelligibility between con-
ditions (i.e., cue and probability-control) as a function
of target speech sound direction. Error bars denote the
standard error of the mean.

Fig. 4 Estimation of the speech recognition threshold
for target speech sound as a function of the target
sound direction. Error bars denote the standard error of
the mean.
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of experiment 1 meaningfully, we minimized the differ-

ences between the methods of both experiments, e.g.,

number of distractors, temporal conditions, experimental

setups, with the exception of the stimuli themselves.

3.1. Methods

3.1.1. Listeners

Twenty listeners (3 females, 17 males aged between

20–24 years) participated in this experiment. All the

listeners were naı̈ve to the purpose of the experiment and

none of them participated in experiment 1. All the listeners

had normal-hearing acuity. We obtained informed consent

from each listener before the experiment. The Ethics

Committee of the Research Institute of Electrical Commu-

nication, Tohoku University approved the procedure.

3.1.2. Apparatus and stimuli

The apparatus was the same as experiment 1, one

exception. To collect a listener’s response by a PC mouse,

we used MATLAB (version 2017a) with the Psychtoolbox

3.0 [31,32]. The sound stimulus was a burst of 1/12-

octave-band noise with center frequencies of 125, 200, 350,

500, and 1,000 Hz. The duration of this NBN burst was

750 ms (including a 5-ms rise and fall) according to the

average duration of the speech sounds that were used in

experiment 1. In this experiment, an NBN centered at

1,000 Hz was assigned as the target. Other NBNs were

assigned as distractors and each of them was presented at

one of the four non-target locations.

3.1.3. Procedure

In experiment 2, we measured the detection threshold

of the target NBN in the presence of other competing

NBNs. To measure the threshold of the target NBN, the

sound pressure level of the target NBN was varied

adaptively using a one-up/one-down method. The listeners

were divided into two groups depending on the sound

pressure level of the NBN at the beginning of the test.

For half of the listeners, at the beginning of the test, the

A-weighted sound pressure level of the target NBN was

initially set to 80 dB. This level was defined as the value

when the steady part of the sound stimulus was presented

continuously. For the remaining 10 listeners, the NBN was

initially set to 55 dB. The sound pressure level of the

distractors was set at a constant level of 65 dB for the

duration of the session. The listeners were asked to click

the left mouse button when they could hear the target NBN

and the right mouse button when they could not. The level

of the target NBN was decreased by 2 dB when the left

button was pressed, whereas the sound pressure level was

increased by 2 dB when the right button was pressed. The

listeners were instructed to focus on the target NBN (i.e.,

the NBN with a center frequency of 1,000 Hz). Moreover,

the listeners were asked to keep their head stationary and

facing straight ahead at 0� during the whole session. A

single target NBN was presented from one of the five

loudspeakers and the four distractors were presented from

the other four loudspeakers.

This experiment consisted of two conditions: the cue

and probability-control conditions. The order of the two

conditions was counterbalanced across listeners. In the

cue condition, the loudspeaker where the next target NBN

would be presented was indicated beforehand by a 500 ms

burst of white noise from the loudspeaker 1,000 ms prior

to the presentation of the target NBN burst. The listeners

were asked to direct their attention to the loudspeaker from

which the cue was presented. The experiment in this

condition consisted of a set of blocks in which there were

100 trials (20 trials per target direction). After reaching 10

reverse points for all the five directions at the end of the

block, the experiment in progress was finished. If this

criterion was not satisfied, the next block was started. The

threshold for each trial was computed by averaging the

midpoint values over the last five reversals of a stimulus

level. In addition, the order of direction was randomized.

In the probability-control condition, as in experiment 1,

a listener’s attention was implicitly attracted to the front

(0�) using the probe-signal method. The experiment in this

condition consisted of a set of blocks with 400 trials. The

target NBN was presented from 0� in 80% of the trials (i.e.,

320 trials). In the remaining 20% of the trials (i.e., 80

trials), the target NBN was presented from one of the other

four loudspeakers chosen at random. If the number of

reverse points reached 10 times at �60�, �30�, +30�, and

+60� and 160 times at 0� at the end of the block, the

experiment in this condition was finished. If this criterion

was not satisfied, the next block was started. Regarding

the cue condition, the threshold for each trial was

computed by averaging the midpoint intensities over the

last five reversals of a stimulus level. Once again, the order

of direction was randomized. By following this procedure,

we expected that the listeners would be aware that most

target speech sounds were presented from the loudspeaker

at 0�, resulting in their attention being directed to 0�.

3.2. Results and Discussion

Figure 5 shows the detection threshold for the NBN

target. The thresholds are plotted as a function of the

loudspeaker direction from which the target NBN burst was

presented. The data points and error bars represent the

mean and standard error, respectively, averaged across all

listeners. The solid squares and open triangles denote the

results of the cue and probability-control conditions,

respectively.

For both conditions, the detection thresholds showed a

small amount of deviation (approximately �3%) and there

was no discernable effect due to the direction of the

target noise. We performed a two-way repeated-measure
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ANOVA on the mean data with the condition (cue/

probability-control) and target NBN directions (�60�,

�30�, 0�, +30�, and +60�) as factors. The main or

interaction effect was insignificant (condition: F1;19 ¼ 0:67,

p ¼ 0:421, �2
G ¼ 0:004; target NBN direction: F4;76 ¼

0:72, p ¼ 0:584, �2
G ¼ 0:002; condition � target NBN

direction: F4;76 ¼ 1:33, p ¼ 0:266, �2
G ¼ 0:003), indicating

that there was no difference in the detection threshold

between the two conditions.

To examine the effects of auditory spatial attention, we

estimated the effects of attention by subtracting the scores

in the probability-control condition from those in the cue

condition. Figure 6 shows the result as a function of the

target NBN direction. This figure shows that the difference

in the detection threshold for the two conditions is flat.

A one-way repeated-measure ANOVA was performed on

the subtracted results with the target sound directions

(�60�, �30�, 0�, +30�, and +60�) as a factors. The main

effect is not significant (F4;76 ¼ 1:33, p ¼ 0:266, �2
G ¼

0:017). These findings suggest that the auditory spatial

attention does not affect the simple detection performance

for an NBN.

4. GENERAL DISCUSSION

Through these two experiments, we investigated the

extent of the effect of auditory spatial attention on listening

performance and whether the effect manifests differently

depending on the sound stimulus and listening task within

the multi-source environment. To differentiate the effects

of sound stimulus and listening task, the same experimental

conditions were used for both experiments, with the

exception of the stimuli and schemes of the listening task

(speech identification/noise detection). Both the experi-

ments were performed in a multi-source environment

using two conditions: (1) target sound presented from an

expected direction (the cue condition) and (2) target sound

presented usually from an implicitly expected direction

with a certain rate for which the target sound was presented

from an unexpected direction (i.e., the probability-control

condition). In experiment 1, the word intelligibility score

increased approximately 12% when the target sound was

presented from an expected direction (�30� and �60�). By

contrast, in experiment 2, no difference was found between

the two conditions. These results show clearly that the

effect of auditory spatial attention is observed for experi-

ment 1 only, indicating that the effect of the auditory

spatial attention may depend on the sound stimulus and

listening task. However, the present study cannot discrim-

inate the effects of the type of sound stimulus (speech

sounds/NBNs) and the listening task (recognizing/detect-

ing) because these two factors were different between

experiments 1 and 2. Further refinement is therefore

required to elucidate the effect of auditory spatial attention

more completely in future study. Incidentally, in experi-

ment 1, a spectral overlap occurs between the target and

the distractor and, also, between distractors, whereas there

is no overlap of stimuli in experiment 2. Best, Thompson,

Mason and Kidd [33] demonstrated that the spectral

overlap has little bearing on the effect of SRM, regardless

of the type of sound stimulus (speech sound/narrow band

noise). Therefore, this difference is not considered an

influence on the results presented herein.

As discussed, we estimated the effects of the auditory

spatial attention by subtracting the scores for the proba-

bility-control condition from those for the cue condition.

Fig. 5 Detection of threshold score for the narrow-band
noise burst as a function of the direction of target
noise. Solid squares and open triangles represent the
results of the cue and probability-control conditions,
respectively. Error bars denote the standard error of the
mean.

Fig. 6 Difference in the detection threshold for the
narrow-band noise between the conditions (i.e., cue
and probability-control) as a function of the target
noise direction. Error bars denote the standard error of
the mean.
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The corresponding results showed that in experiment 1, the

difference between the two conditions increased gradually

depending on the angle increase, whilst in experiment 2,

the difference was little and seemed flat. This spatial

pattern is regarded as the spatial spread of the auditory

selective attention. A number of other studies have

observed, as with the results of experiment 2, that the

effects of the auditory spatial attention are small or

nonexistent [7,11–13]. Ebata and his colleagues [7]

measured the effects of the auditory spatial attention for

a sound detection task, showing that the difference in

threshold between the attended (0�) direction and others

(45�, 90� and 135�) was small (.1 dB). By contrast, more

significant effects of auditory spatial attention are reported

in other studies [14,15,21,22]. Teder-Sälejärvi and Hillyard

[21] investigated whether the detection performance for

the target stimulus was affected by the effects of the

auditory spatial attention. Their results showed that

detection accuracy at all the attended directions were

approximately 50% higher than the unattended directions.

Arbogast and Kidd [14] examined whether the identifica-

tion performance for the target frequency pattern was

affected by the effect of auditory spatial attention in the

presence of several distractors. Their results showed that

the mean accuracy for the unattended directions was 5.6%

lower than that for the attended directions.

Whether the auditory attention effect is found or not

might be determined by the time required to maintain a

specific direction for a certain period. In Ebata and his

colleagues’ study [7], a listener could detect the sounds

at the moment the sound stimuli were heard, and thus it

was not necessary for the listener to keep directing their

auditory spatial attention after the detection in order to

execute the task. In contrast, in Teder-Sälejärvi and

colleagues’ study [21], a listener was asked to judge

whether the stimulus was the target and whether the

presented direction was the attended direction. In this case,

the listener was required to maintain their auditory spatial

attention in a certain direction for a certain period of time.

The target stimulus in Arbogast and Kidd’s experiment

[14] also lasted 480 ms. Moreover, the frequency of the

target stimulus was changed gradually. Consequently,

listeners were required to maintain their auditory spatial

attention, in the direction where the target sound was

presented. Therefore, the listening situation in the experi-

ment in terms of the period that the listeners should keep

their attention was the same as for Teder-Sälejärvi and

colleagues’ study. In experiment 1 of the present study, the

target speech sound uttered by the female speaker was a

4-mora word in experiment 1. Further, the listeners had to

answer the whole word. Therefore, the listeners had to

maintain their auditory spatial attention in the direction

where the target speech sound was presented. By contrast,

in experiment 2, a listener did not need to keep directing

their auditory spatial attention after the detection, because

he/she could detect the target NBN burst when the sound

stimuli were heard. This factor might explain the difference

between the two results for the present study.

In the visual domain, the spatial spread of selective

attention has been well-documented. Several studies have

suggested that the visual selective attention spreads

spatially and has been likened to several metaphors, such

as a ‘‘spotlight’’ [18] or a ‘‘zoom-lens’’ [17,34–36]. Posner

[18] argued that the ‘‘beam’’ of the visual selective

attention is fixed in size and shape, and can be directed at

a single area of the visual field. By contrast, Ericksen and

St. James [34] proposed that this ‘‘beam’’ can be contracted

or expanded as required by a task or instruction, a

hypothesis that has supports from some psychophysical

studies [17].

In the present study, results show that the spatial spread

of auditory selective attention depends on the listening

task. These findings suggest that the spatial spread of

auditory selective attention could be changed as required

by the sound stimulus and/or the listening task, akin to the

zoom-lens metaphor.

Interestingly, the attention effect in experiment 1, with

broad spatial tuning, is similar to the recent finding

regarding the visual spatial attention at the early stage of

visual processing [19], in which Shioiri et al. also report a

narrow-band spatial tuning of the visual attention for a later

stage. The similarity of the broad spatial tuning between

the auditory and visual attention may or may not indicate a

common attention process for audio and visual attention.

Although several studies have indicated that the auditory

selective attention is affected by other processes such as

eye movement control [37,38], there is still insufficient

information to understand the relation. Future research

should investigate the relation between auditory spatial

attention and the processing of selective spatial attention in

other modalities such as vision.

The word intelligibility scores on the right side (+30�

and +60�) were higher than those on the left side (�60�

and �30�) under both conditions (see results for experi-

ment 1). The reason is not clear. Previous studies have

reported that speech perception is more accurate in

reporting items arriving at the right ear compared to the

left ear, when two different sounds are simultaneously and

separately delivered in the two ears (i.e., dichotic listening

condition) and the listener is asked to repeat the speech

sounds spoken by one of the talkers. This phenomenon is

known as the ‘‘right-ear advantage’’ [39]. Kimura [39]

associated this phenomenon with the specialization of the

left hemisphere with respect to language processing. This

phenomenon might be closely related to auditory attention

because, to accomplish a dichotic listening task, our brain
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must focus its attention along the right/left ear. Indeed,

several studies have suggested that this phenomenon is

susceptible to attentional focus [40,41] in a dichotic

listening situation. Consistent with these previous studies,

the present findings suggest that the word intelligibility

score is affected by a right-ear advantage in a free field

listening situation.

5. CONCLUSION

The present study investigated the extent to which

auditory spatial attention contributes to the listening

performance when competing distractors exist, as in the

‘‘cocktail-party’’ scenario. To clarify this problem, we

measured the word intelligibility score in a multi-talker

environment with the detection threshold for the target

NBN burst in a multi-source environment. To compare

the results of experiment 2 with those of experiment 1, we

tried to minimize the differences between the experimental

methods of both experiments, e.g., number of distractors,

temporal conditions, experimental setups, except for the

stimuli themselves. Results showed that the effect of the

auditory spatial attention appeared in the speech recog-

nition task, resulting in a spatial spread of attention being

represented by a U-shaped function with a maximum value

at 0�. Furthermore, this difference increases depending on

the azimuthal distance between the direction attended and

that of the target sound. By contrast, in the noise detection

task this effect hardly appeared, resulting in a flat shape.

Therefore, the present study suggests that the effect of

the auditory spatial attention is more advantageous when

maintained in a specific direction while listening to a target

sound.
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