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Bimodal audio–visual training enhances auditory
adaptation process
Tetsuaki Kawasea,b,c, Shuichi Sakamotod, Yoko Horic, Atsuko Makic,
Yôiti Suzukid and Toshimitsu Kobayashic

Effects of auditory training with bimodal audio–visual

stimuli on monomodal aural speech intelligibility

were examined in individuals with normal hearing

using highly degraded noise-vocoded speech sound.

Visual cue simultaneously presented with auditory

stimuli during the training session significantly improved

auditory speech intelligibility not only for words used

in the training session, but also untrained words,

when compared with the auditory training using

only auditory stimuli. Visual information is generally

considered to complement insufficient speech information

conveyed by the auditory system during audio–visual

speech perception. However, the present results

showed another beneficial effect of audio–visual

training that the visual cue enhances the auditory

adaptation process to the degraded new speech sound,

which is different from those given during bimodal

training. NeuroReport 20:1231–1234 
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Introduction
The human brain effectively integrates information from

multisensory modalities during the perception of ex-

ternal signals. This multimodal processing is beneficial

for fast and accurate cognition of information. Deterio-

rated speech communication in the presence of degraded

auditory conditions, such as background noise and in

patients with hearing loss, is improved by the combined

presentation of visual speech [1–3]. If the degraded

speech is perceived as bimodal audio–visual stimuli,

visual information from the speaker’s face can be

effectively utilized to make up for inadequate auditory

information [4–6].

In contrast, it is unclear whether bimodal speech

perception is beneficial for the monomodal aural re-

habilitative process to compensate for the degraded

auditory conditions occurring in patients with cochlear

implants, which are sensory prostheses intended to

restore hearing to deafened patients by electric stimula-

tion of the remnant auditory nerve. The input acoustic

signal restored by the cochlear implant is spectrally

compressed relative to the normal tonotopic pattern and

contains limited temporal information for the perception

of pitch [7]. Therefore, even postlingually deafened

patients usually need a certain period of time to adapt

to the modified properties of the input acoustic signal

(‘rehabilitative process’).

Better monomodal speech intelligibility after cochlear

implantation in patients with visual disturbance [8,9]

supports the idea that monomodal speech training (i.e.

auditory-only) is advantageous for aural rehabilitation. In

contrast, several recent reports have shown that bimodal

auditory–visual training facilitates the monomodal visual

learning process [10,11], suggesting that bimodal audio–

visual stimuli not only facilitate the perceptual process

for deteriorated speech, but also improve the monomodal

aural rehabilitative process to compensate for severely

degraded auditory conditions [12].

To clarify whether bimodal audio–visual training can

really facilitate the aural rehabilitative process more than

monomodal speech training or not, in this study, the

effects of auditory training with bimodal audio–visual

stimuli on the monomodal aural adaptation process were

examined in individuals with normal hearing using highly

degraded noise-vocoded speech sound (NVSS), which is

often used as a simulation of cochlear implant speech

[13,14]. This speech sound is hardly intelligible at first

listening. However, adequate auditory training can

improve the intelligibility of NVSS.

Materials and methods
This study included 34 normal volunteers (22 males and

12 females, mean age 26.4 years) with normal hearing

without histories of auditory diseases or neurological
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disorders. Audio–visual recordings were made of four lists

of 50 four-mora Japanese words spoken by a Japanese

female trained speaker. Three word lists (lists A1, A2, and

A3) consisted of the same words in different orders. The

other word list (list B) contained completely different

words. The word lists were selected from phonetically

balanced and familiarity-controlled Japanese word lists

for the spoken-word intelligibility test (Familiarity-

controlled Word Lists 2003: FW03) [15,16]. FW03 consists

of four word-familiarity ranks (lower, lower middle, upper

middle, and high familiarities), and the recorded word

lists can be obtained from Speech Resources Consortium

(http://research.nii.ac.jp/src/eng/index.html). Words of upper-

middle familiarity were used in this study.

To simulate the speech signal provided by cochlear

implants as heard by patients with severe deafness, highly

degraded NVSS was generated as follows: first, the

original speech sound was band-pass filtered into two

frequency bands (from 2667 to 3333Hz and from 3333.4

to 4000.0Hz) by two types of band-pass filter. The

amplitude envelope of the output of each frequency

band was extracted by the Hilbert transform. Then, the

amplitude envelopes of the two frequency bands were

multiplied by narrow-band noise with two frequency

bands (from 3111 to 3333Hz and from 3555 to 4000Hz),

respectively, to compress the signal spectrally. The

maximum amplitude of the band noises was normalized.

These conditions are regarded to simulate the supply of

the high-frequency component of the speech information

to two active cochlear electrodes with a certain space,

which could be implanted only at the very basal part of

the cochlear nerve.

After the initial assessment of auditory speech intelligi-

bility (no visual cue) using word list A1, the participants

were divided into four groups. As shown in Fig. 1, these

four groups are divided by undergoing different training

sessions with word lists A1 and A2 and combinations of

presence/absence of visual cue and presence/absence

of feedback (Fig. 1). In training sessions, two word lists

(A1 and A2) consisting of the same 50 four-mora words in

different orders were alternately presented 10 times (five

times each). The participants were instructed to write

down what was heard after the presentation of each word

to focus attention on the training stimuli as far as possible

and to minimize differences in the attention level to the

stimuli between the different training conditions. The

effects of these different training sessions on auditory

speech intelligibility (no visual cue) were assessed for

trained words (list A3) and for untrained words (list B)

after the training session.

All auditory and audio–visual speech stimulations were

presented using a 25-inch TV monitor and its built-in

speaker, which was set 1.5m in front of the participant.

When only auditory speech was presented to the

participants, the TV screen was covered with a large

cardboard screen. Sound pressure level was adjusted to

80 dB LAeq in all tests as well as training conditions. All

procedures (speech intelligibility test before and after

auditory training as well as the training session) were

conducted serially within 3 h except for a short rest.

All parts of this study were approved by the Ethics

Committee of Tohoku University School of Medicine,

and were performed in accordance with the guidelines of

the Declaration of Helsinki.

Results
The speech intelligibility was significantly improved in all

the four groups but was significantly different between

the different training conditions (Fig. 2).

Results were analyzed by using three-way analysis of

variance; the three factors were visual cue (presence or

absence during training session), word list (trained word

list or untrained word list), and feedback (with feedback

or without feedback). There were significant interactions

between visual cue and word list [F(1,30)=37.68,

P<0.01] and between word list and feedback

[F(1,30)=383.41, P<0.01]. The simple main effect of

visual cue was significant for both word lists (P<0.01);

Fig. 1

‘Word intelligibility test’ (auditory)
(word list A1)

Group I
Auditory-only
feedback (−)

(n =8)

Group II
Audio–visual +
feedback (−)

(n =9) 

Group III
Auditory-only
feedback (+)

(n =8)

Group IV
Audio–visual +
feedback (+)

(n =9)

Training session (word lists A1 and A2)

‘Word intelligibility test’ for 
(auditory)

‘trained words’ (word list A3)
‘untrained words’ (word list B)

Schema of the experimental procedure. After the initial measurement
of speech intelligibility for word list A1, participants were divided
into four groups with different training conditions: auditory-only without
feedback (group I, six males and two females), audio–visual without
feedback (group II, seven males and two females), auditory-only with
feedback (group III, five males and three females), and audio–visual
with feedback (group IV, four males and five females). In the training
session, 50 words of lists A1 and A2 were alternately presented
10 times (five times each). The participants were instructed to write
down what was heard after the presentation of each word. The correct
answer was provided as feedback after the response in groups III and
IV. After the training session using word lists A1 and A2, the speech
intelligibility test was conducted using trained word list A3 and
untrained word list B.
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that is, the visual cue simultaneously presented with

auditory stimuli during the training session significantly

improved the auditory speech intelligibility not only for

trained words but also untrained words, irrespective

of the feedback condition. The simple main effect of

feedback was also significant for both word lists (trained

word list: P<0.01; untrained word list: P<0.05).

The presence of feedback during the training session

resulted in significantly better speech intelligibility for

trained words (Fig. 2a). In contrast, use of feedback

resulted in lower scores than those without feedback in

the posttraining test for untrained words (Fig. 2b),

showing overtraining effects. Facilitative visual effects

on posttraining auditory performance were also observed

regardless of the overtraining effects.

These results indicate that combined audio–visual training

is beneficial on the monomodal auditory adaptation process

not only for trained words but also untrained words.

Discussion
Visual information is generally considered to complement

insufficient speech information conveyed by the auditory

system during audio–visual speech perception. However,

the present results showed another beneficial effect of

audio–visual training that the visual cue enhances the

auditory adaptation process to the degraded new speech

sound during bimodal training. The present results are

important not only in the clinical aspects, such as

auditory rehabilitation of patients with cochlear implant,

but also as another aspect of tightly coupled audio–visual

multimodal sensory interaction in the brain; that is,

the audio–visual interaction can be observed both as

the perceptual process of multimodality and also as the

after-effect of multimodal training even with short-term

training and even for untrained words.

The after-effect of recurrent exposure to audio–visual

stimuli has been also investigated using the phonemic

discriminative task for incongruent audiovisual speech

and for second-language learners [17,18]. Two-forced

judgment of the perception of several ambiguous sounds

intermediate between /aba/ and /ada/ (place-of-articulation

auditory continuum), that is, what is heard must be chosen

from /aba/ or /ada/, could be affected (recalibrated) after

recurrent exposure to the ambiguous sounds with visual

speech information articulating either /aba/ or /ada/ [17].

In contrast, a recent study of the effect of audio–visual

bimodal training on the phonemic discriminative task with

ordinary speech sounds in second-language learners hints

that the bimodal training effect was different depending

on the visual cues to phonemic contrast [18]. Training

with audio–visual cues was more effective than training

with only audio cues, if the visual cues to phonemic

contrast were sufficiently salient, such as the /v/-/b/-/p/

labial/labiodental contrast, whereas bimodal audio–visual

training was not effective in the discriminative task for

the /l/–/r/ contrast [18]. Therefore, based on these two

studies, the after-effect of bimodal training might be

observed more clearly under the condition that a larger

lip reading effect is expected, such as sufficiently salient

visual cues to phonemic contrast. This finding seems to

support the idea that the visual information obtained

during the audio–visual bimodal training is strongly

related to the ‘after-effect’ phenomenon, although the

possible involvement of other factors, such as the

different attention levels caused by the addition of visual

stimuli, could not be excluded.

Moreover, patients with deafness have better audio–

visual integration, such as lip reading, than normal

listeners [12], and so might use such information more

effectively. In this sense, greater effects of bimodal

Fig. 2
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Word intelligibilities for (a) the trained word list (before and after training) and (b) the untrained word list (after training) in different four training
conditions (see text for further details).
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audio–visual training might be obtained in the auditory

rehabilitation process of patients with auditory prosthesis

than those obtained in this study of participants with

normal hearing.

Audio–visual integration in impaired listeners has been

an important topic relating to multimodal sensory

interaction in the brain, but most studies have focused

on the classical audio–visual interaction as lip reading

[4,5,12,19,20]. The effectiveness of audio–visual bimodal

training in the actual rehabilitative process in patients

with auditory prosthesis has not yet been confirmed,

but is likely based on the positive results of bimodal

training effects on monomodal adaptation or the learning

process seen in normal individuals (including the present

findings) [10,11,17,18]. However, how audio–visual

training can affect the actual rehabilitative process should

be investigated, considering the difference in time scale

between the actual rehabilitative process and the

adaptation or learning processes observed so far.

Conclusion
The visual cue simultaneously presented with auditory

stimuli enhances the auditory adaptation process to the

degraded new speech sound during audio–visual bimodal

training. The present results are important not only

in the clinical aspects, such as auditory rehabilitation of

patients with cochlear implants, but also as another

insight into the tightly coupled audio–visual multimodal

sensory interaction in the brain.
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