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1. Introduction
Audiovisual synchrony is important for comfortable

speech communication. We occasionally encounter a tempo-
ral mismatch between a speaker’s face and speech sound, for
instance, in a satellite broadcast or in video streaming via the
Internet. Human observers perceive physically desynchron-
ized audiovisual signals as synchronous within a certain
temporal tolerance [1]. This audiovisual synchrony perception
may be affected by both structural factors (i.e., bottom-up
factors) and cognitive factors (i.e., top-down factors). For
example, audiovisual spatial congruency [2] and stimulus
complexity [3] are considered to be structural factors, while
cognitive factors include, for instance, an instruction (‘‘imag-
ine’’ in Arnold et al. [4]) that audiovisual stimuli originate
from the same source, and ‘‘assumption of unity.’’ This
assumption of unity means the following: when multimodal
inputs have highly consistent properties, it is more likely that
observers treat them as originating from a single source [5–7]
(see [5,6] for review).

However, the contribution of structural and cognitive
factors to multisensory integration is unclear [6] because these
two factors are often intermingled and it is not easy to
distinguish between them [6,8]. Vatakis and Spence [7] tried
to dissociate them and control the structural factors (i.e.,
matched stimulus complexity) to investigate the assumption
of unity. They showed that participants were less sensitive to
audiovisual asynchrony when the auditory and visual stimuli
originated from the same speech event than when they
originated from different speech events. They speculated that
the strength of the assumption of unity by observers depends
on whether or not the stimulus origin is different between
audition and vision, and that it is the assumption of unity that
influences audiovisual synchrony perception. In their study,
audiovisual structural factors could be nearly controlled.
Nonetheless, their stimuli were different in terms of structural
factors as well as of cognitive factors. Thus, the influence of
purely cognitive factors on audiovisual synchrony perception
is not clear, especially in the case of speech signals.

In this study, we attempted to investigate this cognitive
effect on audiovisual synchrony perception. For this purpose,
we used a simplified speech sound called ‘‘sine-wave speech
(SWS)’’ [9]. In SWS, a natural speech signal is replaced with
three sinusoids corresponding to the first three formant
frequencies (Fig. 1). SWS is heard as either speech or non-
speech altered by instruction; thus, manipulation of only the
cognitive factor is possible. Listeners without information
about SWS typically perceive this sound as non-speech such
as a whistle or electronic sound. In contrast, once they are
informed that SWS is a synthesized speech sound based on
natural speech, they perceive SWS as speech [9,10]. This
procedure using physically identical SWS sound in both
groups enables us to discuss whether an instruction on sound
(i.e., cognitive factor) modulates the audiovisual synchrony
perception.

We measured audiovisual temporal resolution as an index
of audiovisual synchrony perception [3,7]. We hypothesized
that cognitive factor, i.e., multisensory inputs refer to the
same event, would enhance the multisensory integration.

2. Experiment 1
2.1. Method
2.1.1. Participants

In Experiment 1, thirty-three participants with normal
hearing and normal or corrected-to-normal visual acuity took
part. All were native Japanese speakers. The experiments
were approved by the Ethics Committee of the Research
Institute of Electrical Communication, Tohoku University.
2.1.2. Stimuli

The stimuli consisted of video clips of faces and voices of
three Japanese female speakers (frontal view, including head
and shoulders) uttering monosyllables: /pa/, /ta/ and /ka/.
Consequently nine tokens were used in total. The video
clips (640� 480 pixels, Cinepak Codec video compression,
30 frames/s, 16 bits and 48 kHz audio signal digitization)
were edited by Adobe Premiere Pro 1.5 (Adobe Systems Inc.)
to make the stimulus onset asynchronies (SOA). The SWS
sound was synchronized with the corresponding video clip by
replacing the original speech sound.

SWS sounds of these monosyllables were created using an
interactive method as follows: First, the formant frequencies
were estimated by using STRAIGHT [11] to conduct spectro-
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gram analysis of the original speech at an accuracy level
of 1ms. Corresponding amplitudes were extracted on the
basis of these formant frequencies. These three formant
and amplitude values were interpolated to resample at a
sampling rate of 48 kHz and were low-pass filtered at 24Hz to
smooth their envelope. Then, three time-varying sine waves
were synthesized in a manner to match the instantaneous
frequencies derived from these formant frequencies and
amplitudes. Consequently, SWS sounds retained the overall
configuration of the original speech spectra despite lacking
various characteristics of natural speech such as the funda-
mental frequency and broadband formant structure [9]
(see Fig. 1).
2.1.3. Design

Two between-participants speech sound conditions were
used: phonological mode condition and non-phonological
mode condition. Participants in the phonological mode were
instructed to regard SWS as synthetic speech, while those in
the non-phonological mode did not receive such instruction.
In addition, we provided participants in the former group with
phonological information (i.e., original spoken syllables) of
SWS sound to ensure the cognitive effect of instruction.
Eighteen (two females and sixteen males, mean age 25.6
years) and fifteen (four females and eleven males, mean
age 21.3 years) participants, respectively, took part in the
phonological mode condition and in the non-phonological
mode condition.

Another factor, stimulus onset asynchrony (SOA), was
within-participants. We used 13 SOAs between the visual-
speech and speech sound of the test stimulus (0, �66, �133,
�166, �233, �300, �433ms, where negative values signify
speech sounds presented first).
2.1.4. Procedure

The experiment was conducted in a soundproof room.
Participants were seated approximately 51 cm from a 21-inch
CRT monitor (CDT2128A; Takaoka Co. Ltd.), wearing
headphones (HDA 200; Sennheiser Electronic GmbH and
Co. KG). The speech-sound was presented at a sound pressure
level of 70 dB. Pink noise was added to speech-sound at a
sound pressure level of 60 dB (cf [2,7].).

Participants received a pre-experimental session to ac-
quaint themselves with SWS sound before the experimental
sessions. In the pre-experimental session, each SWS sound
was presented once in random order without visual stimuli.
Participants were instructed to categorize each SWS sound as

/pa/, /ta/ or /ka/ in the phonological mode condition, while
participants in the non-phonological mode condition were
asked to describe their impressions of each SWS sound. This
enabled us to ensure that participants in non-phonological
mode did not hear the SWS sounds as /pa/, /ta/ or /ka/. In an
experimental session, the test stimulus was presented with
various SOAs using the method of constant stimuli. The task
of participants was to judge whether the vision or sound of the
test stimulus was presented first. The experimental session,
lasting approximately 10min, comprised 78 test trials (6� 13

SOAs). Each participant performed in four experimental
sessions.
2.1.5. Results and discussion

The proportions of ‘vision first’ responses were converted
to their equivalent z-scores under the assumption of a
cumulative normal distribution. Then, from each of the fitted
functions, the slope and intercept values were calculated.
Slope values were then used to calculate the just noticeable
difference (JND ¼ 0:675/slope; �0:675 indicates 75% and
25% on the cumulative normal distribution; similar to the
approach in [7]).

Analysis of the JND data in an unpaired t-test (two-tailed)
revealed a significant difference between conditions
(tð31Þ ¼ 2:16, p < 0:05) (Fig. 2). Significantly poorer per-
formance was observed in the phonological mode condition
(M ¼ 155ms) than in the non-phonological mode condition
(M ¼ 121ms). This result shows that audiovisual temporal
integration was modulated by an instruction regarding
SWS.

We conducted a supplementary experiment on another
day to examine the correct rate of identification for the SWS
sound used in Experiment 1. In this experiment, nine SWS
sounds were presented ten times each using the method of
constant stimuli. Participants who participated in the phono-
logical mode in Experiment 1 were instructed to categorize
each SWS sound as /pa/, /ta/ or /ka/. Results showed that
the correct rate of identification for the SWS sound was very
low; 36.5% (i.e., approximately chance level). Given this poor
discriminability of sound, it is possible that this poor
discriminability affected the results of Experiment 1 in which
participants in the phonological mode were asked to regard
the sound as phonological speech. In Experiment 2, we
examined this possibility by using only two tokens.

Fig. 1 Spectrograms of the natural /ka/ sound (left) and
corresponding sine-wave speech (right) in this study.

Fig. 2 Mean JND values for each condition in Experi-
ment 1. The error bars represent the standard errors of
the means. �p < 0:05.
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3. Experiment 2
3.1. Method
3.1.1. Participants

In Experiment 2, seventeen (four females and thirteen
males, mean age 23.4 years; eleven participants took part in
Experiment 1) participants took part in the phonological mode
condition, and seventeen (six females and eleven males, mean
age 21.6 years) new participants took part in the non-
phonological mode condition.
3.1.2. Design and procedure

The experimental design, apparatus and procedure were
the same as in Experiment 1 except for the following: The
stimuli consisted of video clips of faces and SWS sound of a
single Japanese female speaker uttering monosyllables: /pa/
and /ta/. These two stimuli were also used in Experiment 1.
In addition, we conducted a training session before the
experimental sessions. The training session consisted of a
learning phase and a test phase. SWS sounds were presented
24 times with immediate feedback in the learning phase in
pseudorandom order. In a test phase in the training session
with 24 trials, participants had to categorized SWS sound as
/pa/ and /ta/ in the phonological mode condition, or as ‘1’
and ‘2’ in the non-phonological mode condition. Participants
were trained until a criterion (75% correct) was met. As a
result of this pre-experimental training, the correct rates of
identification in phonological and non-phonological mode
condition were 94.1% and 93.8%, respectively. This high
score indicated that the above-mentioned procedure increased
the rate of correct identification without any modification of
the stimuli. This must have made it easier for participants to
identify/discriminate the auditory stimuli than in Experiment
1. After this training session, participants were instructed to
begin the experimental session consisting of the audiovisual
TOJ task as in Experiment 1.
3.1.3. Results and discussion

The JND values were calculated in the same manner as in
Experiment 1 (Fig. 3). The JND value in the phonological
mode appeared to be lower than that in Experiment 1, while
the JND value in the non-phonological mode appeared to be
not different from that in Experiment 1. No significant
difference between the two conditions in Experiment 2 was
revealed by analysis of the JND data in an unpaired two-tailed
t-test (tð25:8Þ ¼ 0:76, p ¼ 0:46). This result showed that the
sensitivities of the participants to the temporal order were not
significantly different depending on whether they regarded an
SWS sound and the natural face of a speaker as a speech
sound with phonological information (M ¼ 118ms) or not
(M ¼ 110ms) when they could substantially discriminate the
sound. In addition, there was no significant difference
between the performance of new and experienced participants
in the phonological mode (tð15Þ ¼ 0:45, p ¼ 0:66).

4. General discussion
In this study, we investigated whether the instruction on

phonological information of auditory stimuli could modulate
the audiovisual synchrony perception in terms of temporal
resolution. Our results of Experiment 2 showed that the
phonological instruction did not affect the synchrony percep-
tion when the auditory stimuli were substantially discrim-

inable. In contrast, the results of Experiment 1, where the
same auditory stimuli were hardly discriminable, showed that
the effect was significant. This suggests that cognitive factor
such as instruction providing phonological information on
audiovisual stimuli has little influence on the synchrony
perception when the stimuli are physically identical between
the conditions and sufficiently discriminable. Results similar
to Experiment 2 have been recently reported in a study by
Vroomen and Stekelenburg [12], who conducted an audio-
visual TOJ experiment in which they used a single Dutch
pseudoword stimulus (/tabi/) composed of SWS and a
corresponding face video. They did not find any significant
difference between the SWS speech mode condition (the
original speech sound and SWS were alternately presented ten
times before the experiment) and the SWS non-speech mode
condition (participants were informed that the SWS was an
artificial computer sound). Although their stimuli and exper-
imental procedure were different from ours, their results
support the generality of our findings that the sensitivity of the
participants for the audiovisual synchrony is not modulated by
whether they have phonological information or not.

However, in the present study, the results of Experiment 1
showed that the participants found it harder to judge the
audiovisual temporal order when they were provided with
phonological information about the poorly-discriminable
SWS sound than when they were not provided with that
information. This effect dissipated in Experiment 2 as the rate
of correct identification was increased by training sound
categorization and limiting variation of stimuli.

There is one possible explanation for the inconsistency
between Experiments 1 and 2 as follows: Between the two
experiments, there might have been a difference in terms of
attentional resources for the TOJ task in the phonological
mode. When participants were told that poorly discriminable
SWS sounds were phonological, they could not fully
concentrate on the TOJ task. That is, a certain portion of
attentional resources could have been utilized for speech
identification even if the participants were not concentrating
speech identification but on the TOJ task. A previous study
has reported poorer audiovisual temporal resolution (i.e.,
larger JND values) in a dual-task situation than in a single-
task situation [13]. This suggests that the attentional cost can
affect the performance of the TOJ task. Given these findings,

Fig. 3 Mean JND values for each condition in Experi-
ment 2. The error bars represent the standard errors of
the means.
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the poor temporal resolution in the phonological mode in
Experiment 1 could have resulted from the reduced attentional
resource attributed to the poorly discriminable sound.

Results of our study imply that sound discriminability
may affect audiovisual synchrony perception of speech
(average scores of the rate of correct identification in the
phonological mode: 36.5% in Experiment 1 vs 94.1% in
Experiment 2). Similar results have been reported by previous
studies (e.g., [14]). Conrey and Pisoni [14] found a significant
correlation between audiovisual synchrony perception for
speech and audiovisual speech intelligibility. In our experi-
ments, participants in the phonological mode showed a
smaller JND, i.e., better performance, of audiovisual syn-
chrony perception in Experiment 2, where the correct rate of
identification was higher, than in Experiment 1, where the
correct rate was just at the chance level. The correct rate of
identification was comparable to intelligibility in their experi-
ment. Thus, the present results are understood as being
consistent with their findings.

In this study, we investigated the cognitive effect in
audiovisual synchrony perception using physically identical
stimuli. The findings reveal the role of a purely cognitive
effect in audiovisual synchrony perception, and suggest that
synchrony perception might be affected by the sound
discriminability. Further studies are required to reveal the
relevance of the relation between audiovisual synchrony
perception and stimulus discriminability.
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