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Abstract: Binaural systems are a promising class of three-dimensional (3D) auditory displays for
high-definition personal 3D audio devices. They properly synthesize the sound pressure signals at the
ears of a listener, namely binaural signals, by means of the head-related transfer functions (HRTFs).
Rigid spherical microphone arrays (RSMAs) are widely used to capture sound pressure fields for
binaural presentation to multiple listeners. However, the spatial resolution needed in the RSMAs to
allow for accurate binaural reproduction has not been studied in detail. The aim of this paper is to
objectively address this question. We evaluated the spatial accuracy in binaural signals synthesized
from the recordings of RSMAs with different number of microphones using the model of a human
head. We find that the synthesis of spectral cues is accurate up to a maximum frequency determined
by the number of microphones. Nevertheless, we also identify a limit beyond which adding more
microphones does not improve overall accuracy. Said limit is higher for the interaural spectral cues
than for the monaural ones.
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1. INTRODUCTION

Three-dimensional (3D) auditory displays are a key

component to realize future affective multimodal commu-

nications because the spatial features of sound can enhance

the semantic and emotional cues perceived by the listeners

[1]. The aim of 3D auditory displays is to provide the

listeners with the sense of being present in a virtually

rendered or reproduced acoustic environment. The appro-

priate synthesis of the spatial features of sound is hence

important to this end.

Binaural systems [2–4] are a promising class of 3D

auditory displays, specially for personal high-definition

audio devices, because of their small size, simple signal

processing, and good performance. Binaural systems aim

to synthesize the sound pressure signals that would be

generated at the ears of each listener, namely binaural

signals, as if the listeners were present in a specific acoustic

environment.

Synthesizing the binaural signals for a position in a

specific acoustic environment would require to obtain the

transfer functions of the sound propagation paths from

that position to the ears of the listeners. The binaural

signals can subsequently be generated by multiplying such

acoustic transfer functions with a sound source signal

recorded in free-field conditions. The acoustic transfer

functions can be considered to be composed of a

representation of the environment (e.g. room acoustics)

and a representation of the coloration caused by the

interactions of incident sound with the listener’s pinna,

head and body [5]. The latter component is called the head-

related transfer function (HRTF) and is a function of not

only frequency but also of the sound source position

relative to the center of the listener’s head. Moreover,

HRTFs are highly individual because they are dependent

on each listeners’ external anatomical shapes of and around

the ears. Individual HRTFs, therefore, comprehensively

involve perceptual sound localization cues when listening

is done in free field conditions.

Binaural systems require sets of individual HRTFs

characterized for densely distributed sound sources to

enable the auditory localization at any specified position.
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Such HRTF datasets are typically obtained for a spherical

array of sound sources at a single distance from the

listener’s head [6]. Because HRTFs hardly depend on

distance when sources are beyond 1 to 1.5 m [7–9], the

radius of the array is typically taken within or beyond this

interval.

The recording of spatial sound with almost uniform

radial symmetry, on the other hand, is possible with a

microphone array mounted on the surface of a rigid sphere.

This kind of array is called a rigid spherical microphone

array (RSMA). To enable binaural reproduction, the

RSMA recordings need to be adapted for its rendering

with HRTF datasets.

During the last decade, there has been an increasing

interest on methods for combining spatial information

contained in HRTF datasets with recordings made with

RSMAs [10–20]. In particular, the use of representations

of HRTF datasets and RSMA recordings, in terms of

solutions to the acoustic wave equation at different spatial

resolutions (orders), enjoy popularity because they enable

scalable encoding and simplify multichannel processing

[10,11,14–16,18,19].

HRTF datasets can be obtained for high-resolution

source distributions using numerical methods [21]. Re-

cently, a perceptual study [22] has reported that low-order

HRTF representations might be sufficient to approximate

an individual space, whereas an objective study [23] has

identified HRTF features that would require high-order

representations. Because the required resolution for char-

acterizing an individual space is still an open question, the

performance of binaural systems should be evaluated by

considering HRTF datasets with the higher resolution that

can be achieved.

Existing RSMA recordings, on the other hand, typically

contain low-order information only, since high-resolution

RSMAs are still hard to construct using actual technology.

This has motivated a recent study [16] on adapting the

resolutions of HRTF datasets to RSMA recordings by

spatially downsampling the HRTF datasets. Nevertheless,

it has also recently been reported in [15] that high-order

information is important to synthesize more directionally

sharpened and more externalized (outside-head) sounds.

Regarding the future of recording technology, RSMAs of

hundreds of microphones are not unrealistic. For instance,

it has been reported in [12,17,20] a setup composed of

252 microphones distributed according to an icosahedral

symmetry. Plans to construct higher resolution arrays in the

near future also exist.

Bearing these considerations in mind, the present study

seek to identify the number of microphones that are

necessary to synthesize the binaural signals with a specified

spatial accuracy. We therefore present an extensive

numerical evaluation using RSMA recordings and HRTF

datasets of different resolutions, up to the amount required

to cover all typical audible frequencies objectively. To

focus the analysis on the number of microphones, spatial

encodings of RSMA recordings are calculated only. In

connection with [16], this is equivalent to a spatial

resampling of the RSMA recordings so as to match the

resolution of the HRTF datasets. Furthermore, to cope

with low-frequency high amplifications typically observed

when assuming HRTF datasets characterized for plane-

wave sources, we consider the case of point sources, which

is more consistent with existing HRTF datasets. An

overview of the binaural system under consideration is

shown in Fig. 1.

The reminder of this paper is structured as follows.

Section 2 presents a discrete spatial model of the binaural

system under consideration. Section 3 presents the con-

ditions and results of numerical experiments. Concluding

remarks are stated in Sect. 4.

2. BINAURAL SYNTHESIS

In the spherical coordinate system shown in Fig. 2, a

point in space ~r ¼ ðr; �; �Þ is specified by its radial distance

r, azimuth angle � 2 ½��; �� and elevation angle � 2
½� �

2
; �

2
�. Angles can be merged into the variable � ¼

ð�; �Þ in such a way that a point in space is also represented

by ~r ¼ ðr; �Þ.
In the frequency domain, we define an input vector

p ¼ p1 p2 � � � pQ
� �>

: ð1Þ

Fig. 1 Overview of binaural systems composed of
RSMA recording, spatial encoding and decoding, and
binaural reproduction.

Fig. 2 Spherical coordinate system. The origin ~0 co-
incides with the center of the array and the center of
the listener’s head.
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The symbol > indicates transpose. The entries of p are

pressure signals pq recorded at Q microphone positions

~rm
q ¼ ðrm; �

m
q Þ over a rigid baffle of radius rm, where

superscript or subscript ‘m’ refers to the microphones, and

q ¼ 1; 2; . . . ;Q.

We also define a user parameter matrix

h ¼
hleft

1 hleft
2 � � � hleft

L

h
right
1 h

right
2 � � � h

right
L

" #>
ð2Þ

It contains the free-field HRTFs for the left and right

ears, respectively denoted by hleft
‘ and h

right
‘ . They are

characterized for L positions ~rv
‘ ¼ ðrv; �

v
‘Þ on a radius rv,

where ‘ ¼ 1; 2; . . . ; L. These positions are called the virtual

loudspeaker positions, and superscript or subscript ‘v’ is

used for referring to them.

The synthesized binaural signals for the left and right

ears are organized in the pair

b̂ ¼ b̂
left

b̂
right

h i>
: ð3Þ

Binaural synthesis can be summarized as the following

linear combination of p and h:

b̂ ¼ h>Ap: ð4Þ

Here, the combination matrix of size L� Q is calculated

according to the following expression:

A ¼ DEþ; ð5Þ

where Eþ and D denote the encoding and decoding

matrices, respectively. In general terms, the matrix A

can also be interpreted as a spatial resampling from the

resolution of the RSMA to the resolution of the HRTF

dataset.

The matrix Eþ calculates a representation of p in terms

of harmonic solutions to the acoustic wave equation up to

order N. It further compensates for the presence of the

spherical baffle, and extrapolates the resulting free-field

representation from rm to rv. The matrix Eþ is obtained

by calculating the pseudo-inverse of a matrix E by using

Tikhonov regularization [24]. The entries of E represent

acoustic transfer functions from an arbitrary position at

a distance rv to each microphone position rm
q . The size of

E is Q� ðN þ 1Þ2 and its entries, for the assumption of

virtual loudspeakers radiating spherical waves, are

eq;n2þnþmþ1 ¼
�hnðkrvÞYm

n ð�
m
q Þ

kr2mh
0
nðkrmÞ

: ð6Þ

Here, hn denotes the spherical Hankel function of the

second kind and order n, while Ym
n denote the complex

spherical harmonic functions of order n and degree m,

where n ¼ 0; 1; . . . ;N, and m ¼ �n;�nþ 1; . . . ; n. The

functions hn and Ym
n are defined in [25], respectively as the

radial and angular portions of the solutions to the acoustic

wave equation. They are also functions of the wave number

k ¼ 2� f
c

, where f denotes frequency and c denotes the

speed of sound in air. The symbol 0 denotes the derivative

of a function with respect to its argument. The benefit of

performing regularization by including the radial portion

is the attenuation of high-order components at low

frequencies.

The matrix D takes the encodings Eþp at a radius rv
and decodes them for each virtual loudspeaker directions

�v
‘. The size of D is L� ðN þ 1Þ2 and its entries are

d‘;n2þnþmþ1 ¼
expð jkrvÞ

rv
Ym
n ð�

v
‘Þ: ð7Þ

The fraction represents a free-field transfer function from

rv to the head center. Its purpose is to set the head center as

the observation point, in consistency with the definition of

free-field HRTFs.

3. SPATIAL ACCURACY

We evaluated the effect of using different numbers

of microphones (Q) and virtual loudspeakers (L) on the

synthesis accuracy. To emphasize the preservation of

spectral information used in human auditory localization,

we gave special attention to the synthesis of monaural and

interaural spectral cues.

Only one example virtual loudspeaker radius rv ¼
1:5 m was used. Most of the available HRTF datasets are

measured at this typical radius, beyond which the HRTFs

hardly depend on distance [9]. The sound source to be

recorded was also assumed placed at a 1.5 m distance. An

exhaustive evaluation at different distances close to the

head, while important, is outside the intended scope of this

paper. We also leave as future work the evaluations using a

signal model with noise.

3.1. Conditions of the Evaluation

By B̂ ¼ fB̂leftð�i; fjÞ; B̂rightð�i; fjÞg, we denote a set of

binaural transfer functions, where i ¼ 1; 2; . . . ; I, and j ¼
1; 2; . . . ; J. The set B̂ was calculated using (4) for the

particular case of a number I of point sources placed at a

1.5 m distance, in the directions �i ¼ ð�i; �iÞ. The point

sources were radiating non-simultaneously. Each point

source was radiating a single sinusoidal signal at a time,

and this case was repeated for a number J of single

frequencies fj in the full audible range. Similarly, by H ¼
fHleftð�i; fjÞ;Hrightð�i; fjÞg, we denote the reference HRTF

datasets (target) calculated using the boundary element

method (BEM) [21] for the head model described in Fig. 3.

The mesh grid of this head model consists of 14,096 points

with an average cell length of 5.1 mm, which limited our

evaluations to an average frequency of 16.6 kHz. Evalua-

tions were based on comparisons of B̂ and H.

To calculate B̂, microphone signals for the non-

simultaneous point sources (input) were first calculated
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with the algorithm in [26], assuming a rigid sphere of

radius rm ¼ 8:5 cm. Then, HRTF datasets for a virtual

loudspeaker array of radius rv ¼ 1:5 m (user parameter)

were calculated using BEM [21] and the head model shown

in Fig. 3. The positions of microphones and virtual

loudspeakers were decided using spherical grids construct-

ed by subdividing the edges of the icosahedron into equal

segments. Examples of such grids are shown in Fig. 4,

where dots indicate the positions and lines enclose their

Voronoi cells. Although not explicitly mentioned in (6) and

(7), encoding and decoding fundamentally lie on numerical

integrations on the sphere. The required quadrature weights

were thus determined to be proportional to the cell areas.

To select the maximum order Nj required to approx-

imate a frequency fj, we used the bound proposed in [27].

Maximum orders Nj are determined by setting a constant

truncation error within a region of interest enclosed by a

given radius. In our simulations, we set a truncation error

equal to 10�5 within the radius rm ¼ 8:5 cm of the

microphone array. Source distance information is also

considered by this rule; we set this variable equal to 1.5 m.

Under these conditions, approximations up to an average

limit frequency of 16.6 kHz would require an order N ¼ 43

and, hence, at least Q ¼ ð43þ 1Þ2 ¼ 1;936 microphones.

Conversely, a given number of microphones would limit

the directional resolution up to a maximum frequency.

The regularization parameter required to calculate Eþ

was empirically chosen so as to obtain a good compromise

between the error and the energy of the source. It was

therefore set equal to kEk � 10�7, with the norm of E

equal to its largest singular value.

3.2. Objective Measures of Accuracy

Sets B̂ and H were compared giving special attention to

the spectral monaural and interaural localization cues. The

monaural local error in decibels is defined by [28]:

EMð�i; fjÞ ¼ 20 log10

B̂leftð�i; fjÞ
Hleftð�i; fjÞ

�����
�����: ð8Þ

To highlight the capability of synthesizing the main peaks

and notches of the HRTFs, which provide important

features for auditory localization, the overall gain mis-

match was further removed from (8) by subtracting its

overall mean value �EM.

Because interaural information is important in sound

localization, as opposed to monoaural phase [29], inter-

aural measures of accuracy were also considered.

The reference interaural HRTFs are defined as [5]

Hinterauralð�i; fjÞ ¼
Hleftð�i; fjÞ
Hrightð�i; fjÞ

; ð9Þ

and the synthesized interaural transfer functions as

B̂interauralð�i; fjÞ ¼
B̂leftð�i; fjÞ
B̂rightð�i; fjÞ

: ð10Þ

The interaural level differences (ILDs) corresponding

to the reference and synthesized transfer functions are

defined by the magnitude in decibels of (9) and (10),

respectively. We calculated the ILD local error corre-

spondingly in decibels by

EILDð�i; fjÞ ¼ 20 log10

B̂interauralð�i; fjÞ
Hinterauralð�i; fjÞ

�����
�����: ð11Þ

On the other hand, the interaural phase differences (IPDs)

associated with the reference and synthesized transfer

functions correspond to the phase in radians of (9) and

(10), respectively. In particular, phase information can be

displayed by means of its group delay to highlight spectral

information related to peaks and notches with a better

resolution [30]. We calculated the interaural group delay

(IGD) local error correspondingly in seconds according to

EIGDð�i; fjÞ ¼
�arg

�
B̂interauralð�i; fjÞ
Hinterauralð�i; fjÞ

�
2�� fj

; ð12Þ

where arg denotes the unwrapped phase and � is the finite

difference operator along the discrete variable fj.

We examined the overall accuracy of our method based

on the root mean square (RMS) values of the errors defined
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(a) Lateral view.
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(b) Front view.

Fig. 3 Head model used for numerical experiments.

(a) 252 points. (b) 1962 points.

Fig. 4 Examples of icosahedral grids used for the
arrangement of microphones and virtual loudspeakers.
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in (8), (11) and (12). Norms of accuracy equivalent to the

RMS value have been evaluated through listening tests in

[28], where the suitability of these norms for predicting

audible differences between measured and synthesized

HRTFs was verified. We calculated the RMS value along

directions based on the following expression:

RMS
�i

fEgð fjÞ ¼
XI
i¼1

Eð�i; fjÞ2wi

 !1
2

: ð13Þ

Here, E can be one of the errors EM in (8), EILD in (11), or

EIGD in (12), and wi are normalized quadrature weights

(area of Voronoi cells) for numerical integration over all of

the sound source directions on a sphere with a radius of

1.5 m. Normalization is done in such a way that
P

i wi ¼ 1,

where wi > 0. Similarly, we extended the calculation of

the RMS value to cover all directions and frequencies

according to:

RMS
�i; fj
fEg ¼

1

J

XI;J
i; j¼1

Eð�i; fjÞ2wi

 !1
2

: ð14Þ

3.3. Synthesis on the Sphere

We considered I ¼ 5;762 sound sources almost uni-

formly distributed on a sphere with a radius of 1.5 m and

frequency bins in the full audible range for a sampling

frequency of 48 kHz. The results based on (13) and (14) are

displayed in Figs. 5 and 6, respectively.

In Fig. 5, it can be observed that when a number of

virtual loudspeakers sufficient to cover the audible fre-

quency range was used, excellent monaural and interaural

overall accuracies were obtained up to 2 kHz, even with a

limited number of microphones. Over 2 kHz, accuracies of

monaural levels and interaural level differences (left and

middle panels) gradually decreased with increasing fre-

quency and a decreasing number of microphones. Never-

theless, increasing the number of microphones beyond

1,002 did not yield a significant improvement in these

overall accuracies. Regarding the interaural group delay

(right panel), good performance was also obtained at low

frequencies, precisely where these cues are known to be

important.

In Fig. 6, it can be observed that both monaural and

interaural accuracies were also degraded when the number

of virtual loudspeakers decreased below 1,002. However,

increasing this number over 1,002 did not improve the

overall accuracies. On the other hand, overall accuracies

were significantly improved by increasing the number of

microphones up to a certain limit, after which adding more

microphones did not lead to a decrease in the RMS errors.

For a number of virtual loudspeakers greater than 1,002,

the left panel shows that increasing the number of

microphones beyond 362 did not improve the overall

accuracy of the monaural cues. For the same condition, the

middle panel shows that the overall accuracy in ILD did
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Fig. 5 Overall accuracy for sources on the sphere calculated using (13), for synthesis with L ¼ 1;962 virtual loudspeakers
and different numbers of microphones (Q).
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of virtual loudspeakers (L).
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not benefit from additional microphones beyond 642.

Furthermore, for more than 1,002 virtual loudspeakers,

the right panel shows that increasing the number of

microphones beyond around 1,002 did not improve the

overall IGD accuracy. The limits were different depending

on the type of spectral cue under consideration.

The overall accuracies obtained for 5,762 sources can

be used to predict, to some extent, the local accuracy when

synthesis is performed for denser distributions of sources

on the sphere. To exemplify this, the spectral cues for

dense datasets and some single frequencies have been

synthesized. A qualitative and visual comparison between

the reference and synthesized datasets is briefly described

below.

Figure 7 shows some examples of reference (top row)

and synthesized ILDs, for 360� 180 sound sources

equiangularly distributed on the sphere. Given the symme-

try of the head model, only the left hemisphere is shown.

The middle row shows the synthesized ILDs when the

array of 252 microphones available in our institute was

assumed [12,17,20]. Good accuracies were obtained for the

cases of 3 and 6 kHz, as expected from the curve for Q ¼
252 in the center panel of Fig. 5, where RMS values below

3 dB are observed up to around 8 kHz. The bottom row

shows the synthesized ILDs when an array of 1,962

microphones was assumed. In theory, this provides a

directional resolution sufficiently high to cover frequencies

up to the limit of 16.6 kHz imposed by the head model. In

this case, good performance was obtained at 3 and 6 kHz.

The performance at 9 kHz was also acceptable. However,

local distortions were observed in the ILDs for the cases

of 12 and 15 kHz, specially in the lateral region around

azimuth � ¼ 90� and elevation � ¼ 0�.

3.4. Synthesis on the Horizontal and Median Planes

Figure 8 shows the reference and synthesized HRTFs

for the left ear and I ¼ 360 sound sources equiangularly

distributed on the horizontal plane (top row) and the

median plane (bottom row). A visual comparison with the

reference HRTFs in the first column shows that transfer

functions in the second column, synthesized with Q ¼ 252

microphones and L ¼ 252 virtual loudspeakers, show fair

agreement up to around 10 kHz. However, a detailed

inspection of the horizontal plane shows that spectral

distortions start to appear at 7.5 kHz on the contralateral

side. The third column shows that an increase in the

number of virtual loudspeakers up to L ¼ 1;962, which

would be sufficient to cover the audible frequency range,

slightly improves the accuracy by smoothing the artifacts

at high frequencies, specially on the ipsilateral side and

the median plane. However, given that accuracy improves

for one side only, there is no guarantee that the interaural

accuracy also improves. The fourth column shows, on

the other hand, that increasing the number of microphones
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Fig. 7 Interaural level differences (ILDs) on the sphere. Top row shows the reference ILDs. Middle row shows the ILDs
synthesized using Q ¼ 252 microphones and L ¼ 1;962 virtual loudspeakers. Bottom row shows the ILDs synthesized
using Q ¼ 1;962 microphones and L ¼ 1;962 virtual loudspeakers.
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up to Q ¼ 1;962 has a better smoothing effect in both

the ipsilateral and contralateral sides, as well as on the

median plane. Nevertheless, as shown in the last column,

1962 microphones and virtual loudspeakers would be

needed to faithfully maintain the monaural spectral cues. In

all cases, a smooth and bounded behavior of the synthe-

sized transfer functions along frequency and direction is

observed.

4. CONCLUSION

Based on the simulation of a head model valid up to

16.6 kHz, the effects of using different numbers of micro-

phones and virtual loudspeakers on binaural synthesis were

evaluated. The placement of microphones and virtual

loudspeakers was determined by following a sampling of

the sphere based on the geometry of an icosahedron.

Accuracy was evaluated for dense sets of sound source

directions. Overall error metrics for monaural and inter-

aural spectral cues were used.

In general terms, bounded and smooth synthesis of

monaural and interaural spectral cues was possible by

frequency-dependent order limitation and regularization.

However, the performance of the spherical harmonic

expansion significantly affected the accuracy in regions

where the binaural signals showed rapid variations as a

function of frequency and direction. The performance of

binaural synthesis based on spherical microphone arrays

was found to depend mainly on the number of micro-

phones; this determines the maximum frequency that can

be resolved by the system. Nevertheless, our results

showed a limit after which increasing the number of

microphones does not lead to an improvement in accuracy.

Furthermore, different limits were found depending on the

type of spectral cue under consideration.

The number of microphones required to synthesize the

interaural cues was higher than that required to synthesize

the monaural cues. The reason is that interaural synthesis

requires the control of sound pressures at two ears, while

monoaural synthesis requires only one ear. However, it is

not simple to provide a quantitative relation between the

limit to the number of microphones depending on the type

of spectral cue under consideration. Such relation would

depend on several parameters such as the frequency and

position of the sound sources, and the distributions of the

microphones. Under the particular conditions for the

evaluation considered in this study, the following ordering

relations have been found. When the number of virtual

loudspeakers was sufficiently large to cover frequencies up

to 16.6 kHz, we found that the number of microphones

required to improve the overall synthesis accuracy of the

interaural level difference cues was higher than the number

required to improve the overall synthesis accuracy of the

monaural cues. Furthermore, the number of microphones

required to accurately synthesize the interaural group delay

cues was greater than the number required by the interaural

level difference cues.

Further considerations regarding the synthesis of

individual features in the HRTFs, as well as perceptual

evaluations by means of detectability of differences, and

localization tests along azimuth and elevation angles,

could provide more insight into the validity of the present

results.
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Fig. 8 Left ear HRTFs on the horizontal (top row) and median (bottom row) planes, synthesized using Q microphones and
L virtual loudspeakers.
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