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Abstract. Spherical microphone arrays mounted on a rigid spherical baffle effectively
capture acoustic environments for their reconstruction by sensing the space in all di-
rections. The array signals are further encoded for their scalable processing using the
spherical Fourier transform. Recent spatial sound applications are demanding arrays
with a large number of microphones. However, physically increasing the spatial resolu-
tion of available arrays is not always feasible. In environments such as conference rooms
or concert halls the source positions are often confined to a small region of space. When
prior knowledge about source positions is assumed, the pressure generated at any point
on the baffle can be estimated with a physical model of the rigid sphere. In this paper,
the rigid sphere model is used to define a surface pressure variation function that relates
the pressure at two arbitrary points on the baffle. Based on this function, a spatial res-
olution enhancement method for spherical arrays is proposed, which aims to add virtual
microphones to the array by synthesizing recording of signals at positions without micro-
phones. The proposal constitutes a preprocessing stage intended to be applied before array
signal encoding. Numerical experiments show that the enhancement of spatial resolution
is possible all over the sphere if the number of real microphones is sufficiently large.
Keywords: 3D audio technology, Sound field recording, Sound field interpolation,
Spherical microphone arrays, Array signal processing, Spherical acoustics.

1. Introduction. The spatial features of sound, such as the reverberation of the envi-
ronment and the positions of sound sources, play an essential role when presenting three-
dimensional (3D) information to users in realistic multimedia systems. Spatial sound
indeed enhances the levels of perceived presence and naturalness because it increases the
awareness of physical surroundings [1, 2], improves the perception of the semantic and
emotional components of daily experience [3, 4], and contributes to the perception of
self-motion [5, 6, 7, 8, 9]. Spatial sound technologies for the enrichment of audio content
are therefore key components in the development of future multimedia telecommunication
systems that aim to re-create the perceptual experience of being immersed in a distinct
environment. Such immersive systems are, in turn, important to enable more realistic
telepresence applications for remote collaboration between users [10].
Several methods for presenting 3D sound through loudspeaker arrays, personal sound

zone devices, and headphones have been proposed over the last decades (see [11, 12, 13, 14]
for present accounts on these methods). These methods have been mainly used for the
spatial composition of auditory scenes based on the enrichment of monophonic audio
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contents by providing them with spatial features. When aiming for the proper recon-
struction of acoustic environments, however, immediate support for the direct recording
of spatial sound is not always available for existing 3D presentation systems. This can be
attributed to the diverse application-oriented criteria used to distribute microphones in
the recording environment [15, 16]. The proper selection of microphone array topology
is therefore crucial to ensure the accurate reconstruction of acoustics environments for
immersive multimedia telecommunications.

Spherical microphone arrays are an effective and flexible tool to capture acoustic en-
vironments for their reconstruction. Spherical arrays are especially useful in applications
that require the capture of sound from all directions within the vicinity of a single vantage
point. This is the case, for example, in 3D sound methods that aim to reconstruct sound
pressure signals in the ears of listeners [14, 17, 18, 19, 20, 21, 22, 23]. The use of uni-
form spherical distributions of microphones further enable flexible array signal processing
at scalable angular resolutions in a transform domain provided by the spherical Fourier
transform [24, 25]. The use of an acoustically rigid baffle to mount the microphones adds
stability to the reconstruction. Moreover, transform-domain representations are the basis
for a spatial sound encoding format known as high-order ambisonic (HOA) [26, 27, 28].

The capture of high-definition spatial sound to ensure the accurate reconstruction of an
acoustic environment demands spherical arrays with a large number of microphones [14,
17, 18, 19, 20, 21, 22, 23]. The costs involved in the construction of high spatial resolution
arrays have confined their use to research purposes though [18, 20, 21], and the maximum
spatial resolutions of commercially available arrays are still in the range of a few tens of
microphones [24, 25]. Moreover, physically increasing the spatial resolution of available
arrays is not always feasible. It would be useful, then, if an approach existed for increasing
the spatial resolution of available spherical microphone arrays by means of array signal
processing methods. Some conditions that make the formulation and application of such
an approach possible are considered below.

In environments such as conference rooms or concert halls the positions of sound sources
are often confined to a small region of space. In these conditions, when the sound source
positions can be assumed to be known, the pressure generated at any point on the rigid
spherical baffle where the microphones are mounted can be estimated using a physical
model of the rigid sphere [29, 30, 31].

In this paper, we propose a spatial resolution enhancement method for rigid spherical
microphone arrays in the above-mentioned conditions. The method relies on adding
virtual microphones to the array by synthesizing the recording signals at positions without
microphones. To ensure stability, the rigid sphere model was used to define a surface
pressure variation function that relates the pressure at two arbitrary points on the rigid
spherical baffle. The proposal constitutes a preprocessing stage intended to be applied
before array signal encoding or any other processing is performed.

The remainder of this paper is organized as follows. Section 2 overviews the physical
model of the rigid sphere. Section 3 presents the surface pressure variation function.
Section 4 describes the method for enhancing the spatial resolution of rigid spherical mi-
crophone array recordings using the surface pressure variation function. Section 5 presents
numerical examples with a rigid sphere. Concluding remarks are given in section 6.

2. The acoustically rigid sphere model. The interactions of sound pressure waves
with an acoustically rigid sphere have been studied analytically in a number of theoretical
acoustics texts [29, 30, 31]. The rigid sphere model has also been used in many design
theories for spherical microphone arrays [14, 24, 25]. In addition, this model has been
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(a) Geometry.

(b) Magnitude. (c) Group delay.

Figure 1. Pressure on the surface of a rigid sphere of radius 8.5 cm due
to a sound source at 150 cm from the center. Pressure is shown normalized
by the free-field pressure measured at the center when the rigid sphere was
not present.

validated through simulations and measurements in anechoic conditions [32], and through
simulations in reverberant conditions [33].
Consider a rigid sphere of radius rmic and a sound source at a distance rsource > rmic

measured from the center of the rigid sphere. The total pressure generated by a sound
source placed at a position r⃗source and measured by an ideal microphone placed at a
position r⃗mic on the surface of the rigid sphere is analytically defined by the following
expression [29, 30, 31]:

Pmic = P (r⃗source, r⃗mic, k) = − 1

kr2mic

∞∑
n=0

hn(krsource)

h′
n(krmic)

(2n+ 1)Ln(cosΘr⃗sourcer⃗mic
), (1)

where

k =
2πf

c
. (2)

Here, f denotes the frequency and c denotes the speed of sound in air. In (1), hn denotes
the spherical Hankel function of order n and the symbol ′ indicates derivative with respect
to the argument. In addition, Ln denotes the Legendre polynomial of order n evaluated
at the cosine of the angle Θr⃗sourcer⃗mic

between r⃗source and r⃗mic.
Figure 1 illustrates the behavior of the rigid sphere model in (1) for a source distance

rsource = 150 cm and a rigid baffle of radius rmic = 8.5 cm. Pressure is shown to be
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normalized by the free-field pressure P ff
0 measured at the center of the array when the rigid

sphere is not present. Normalization was performed based on the following expression:

P̂mic =
Pmic

P ff
0

, (3)

where

P ff
0 = P ff(r⃗source, 0⃗, k) =

ejkrsource

rsource
, (4)

and j =
√
−1. The hat symbol ˆ is used to denote free-field normalization hereafter.

Figure 1(a) shows the geometry describing the rigid sphere model. The colorbar in
Fig 1(b) indicates the magnitude of the normalized model. The colorbar of Fig. 1(c)
indicates the phase of the normalized model expressed in terms of the group delay. The
ordinates in Figs 1(b) and 1(c) correspond to the angles Θr⃗sourcer⃗mic

between the source and
measurement points along a full circle on the sphere, whereas the abscissas indicate the
audible frequency range in logarithmic scale. The angle 0◦ indicates the front measurement
position directly facing the source, whereas the angles ±180◦ indicate the back position
on the opposite side of the source. Owing to the rotational symmetry with respect to
the line connecting the source position and the center of the array, these illustrations are
representative of all possible positions over the rigid sphere.

In Figs. 1(b) and 1(c), constructive acoustic scattering on the side of the rigid sphere
facing the source is reflected into higher magnitudes and earlier arrival times at angles
Θr⃗sourcer⃗mic

∈ [−90◦, 90◦] when compared to the free-field pressure at the center P ff
0 . On

the opposite side, at angles Θr⃗sourcer⃗mic
∈ [−180◦,−90◦] ∪ [90◦, 180◦], the acoustic shadow

of the rigid sphere produces smaller magnitudes and higher delays.

3. Surface pressure variation function for the rigid sphere. The model in (1) is
used in this section to relate the pressure at two arbitrary points on the rigid sphere when
a reference sound source position is assumed. This defines the following surface pressure
variation function:

F17→2 =
P2

P1

, (5)

where

P1 = P (r⃗reference, r⃗mic1, k), and P2 = P (r⃗reference, r⃗mic2, k). (6)

When a reference sound source position r⃗reference is assumed to be known, the function
F17→2 represents the transmission of sound on the surface of the rigid sphere from one
arbitrary measurement point r⃗mic1 to another arbitrary measurement point r⃗mic2.

Figure 2 shows the behavior of F1 7→2 for five illustrative cases. The reference sound
source distance was set to rreference = 150 cm, the rigid sphere radius was set to rmic =
8.5 cm, the measurement point r⃗mic1 is taken along a full circle on the sphere, and the
measurement point r⃗mic2 is fixed at one of five angles 0◦, 45◦, 90◦, 135◦, and 180◦ at a time.
These five angles are measured with respect to the reference position.

Figure 2(a) shows the case when r⃗mic2 faces the reference point and is exactly aligned
with it (i.e., the angle at which P2 was calculated corresponds to 0◦ in the ordinate).
Bounded variations of magnitude and group delay are observed within a wide and sym-
metric vicinity around 0◦, which ranges from −45◦ to 45◦. In Figs. 2(b) to 2(e), it is
observed that the vicinity of bounded variations around r⃗mic2 (i.e., around the angle in
the ordinates at which P2 is calculated) loses extension as r⃗mic2 moves towards the op-
posite side. The vicinity of bounded variations around r⃗mic2 also loses symmetry as r⃗mic2

approaches 90◦.
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(a) r⃗mic2 at 0◦.

(b) r⃗mic2 at 45◦.

(c) r⃗mic2 at 90◦.

(d) r⃗mic2 at 135◦.

(e) r⃗mic2 at 180◦.

Figure 2. Examples of surface pressure variation functions F17→2 in (5).



Virtual Microphones for Spherical Microphone Arrays 1397

The illustrations in Fig. 2 show the potential of F17→2 for predicting sound pressure
signals in the vicinity of a microphone. The size of the vicinity is smaller for microphones
placed on the opposite side of the source. This potential motivates the definition of
a method to generate virtual microphone signals to enhance the spatial resolution of
spherical array recordings.

4. Virtual microphone generation method for spatial resolution enhancement.
The surface pressure variation function F17→2 in (5) is used in this section to define a
virtual microphone generation method for the spatial resolution enhancement of rigid
spherical microphone array recordings.

The function F17→2 is interpreted here as a surface pressure interpolation filter on the
rigid sphere that is applied to the microphone recording signals. Two cases are taken
into consideration for the generation of virtual microphone signals in the vicinity of real
microphones in the array. In the first case, the vicinity is considered around a single real
microphone. In the second case, the vicinity is considered around the two nearest real
microphones. Each case is formulated below.

4.1. Surface pressure interpolation from a single nearest microphone. S1 de-
notes the signal recorded by a real microphone placed at a position r⃗mic1 in the array. S2

denotes the virtual microphone signal to be generated at a position r⃗mic2 by applying the
filter F1 7→2 to S1 as follows:

S2 = F17→2S1. (7)

Note that the application of (7) requires the specification of two positions to calculate
F17→2 in accordance to (5). These are the reference position r⃗reference and the virtual micro-
phone position r⃗mic2. The position r⃗mic1 of the real microphone from which interpolation
is performed can be simply selected by a nearest neighbor search. This search consists
of two steps. First, the angles between r⃗mic2 and each real microphone in the array are
calculated. Next, the microphone in the array that creates the smallest angle from r⃗mic2

is selected.

4.2. Surface pressure interpolation from two nearest microphones. S1a and S1b

denote the signals recorded by two real microphones placed at positions r⃗mic1a and r⃗mic1b

in the array, respectively. S2a and S2b denote the virtual signals to be generated at a same
position r⃗mic2 by correspondingly applying the filters F1a 7→2 and F1b7→2 in such a way that

S2a = F1a 7→2S1a, (8)

S2b = F1b7→2S1b. (9)

The virtual signals S2a and S2b are finally combined into a single signal (corresponding to
a virtual microphone at r⃗mic2) by averaging based on the geometric mean as follows:

S2 = (S2aS2b)
1
2 = (|S2a||S2b|)

1
2 ej

∠S2a+∠S2b
2 . (10)

The combination of virtual signals based on the geometric mean has the advantage
of considering the proper application of gains and delays in the frequency domain. The
resulting magnitude corresponds to the geometric mean of magnitudes, whereas the re-
sulting phase corresponds to the arithmetic average of phases. Another advantage of
using the geometric mean is that the general combination of more than two microphone
signals is straightforward. Note that if the whole combination was performed based on
a simple arithmetic average, the results would not properly preserve the superposition of
pressures.

Note also that the application of (8) to (10) requires the specification of a reference
position r⃗reference and a virtual microphone position r⃗mic2. The real microphone positions
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(a) Magnitude. (b) Group delay.

Figure 3. Target microphone signals.

r⃗mic1a and r⃗mic1b can be simply selected by a nearest neighbor search. This search relies
on selecting the two microphones in the array that form the smallest angles from r⃗mic2.

5. Numerical examples. This section presents illustrative results based on the nu-
merical evaluation of the virtual microphone generation method, considering the cases
described in sections 4.1 and 4.2.
The numerical evaluations considered the effects of a mismatch between the position of

the sound source to be recorded and the reference position used to calculate the surface
pressure interpolation filters F17→2. The mismatch was considered only along the angle
and it was represented by a deviation angle δ. In addition, the numerical evaluations also
considered the effects of having a finite number of real microphones distributed in a circle
around the array. Given the rotational symmetry of the rigid sphere model, the results
presented in this section constitute representative cases for the whole sphere.
Figure 3 shows the target microphone signals that were used as reference to examine

the generated virtual microphone signals. The target signals were simulated for a sound
source (to be recorded) at a distance rsource = 150 cm, and 360 microphone positions
equiangularly distributed around a circle on a rigid sphere of radius rmic = 8.5 cm. The
ordinate corresponds to the angle between the target microphone position and the ref-
erence position used to calculate the interpolation filters F1 7→2 in (5). Note the angular
deviation of 15◦ when compared with Fig. 1. The hat symbol ˆ in the colorbars is similarly
used hereafter to denote free-field normalization based on (3).
In all numerical experiments, the interpolation filters F1 7→2 were calculated for a refer-

ence angle 0◦ and for a reference distance rreference = 150 cm, and the sound source to be
recorded was placed at an angle deviation δ = 15◦ from the reference position, as shown
later in Figs. 4(a) and 5(a).
Figure 4 shows the results obtained when the number of real microphones was 36, which

correspond to an angular separation of 10◦ between two microphones. Figures 4(b) and
4(d) show that interpolation from a single nearest microphone based on (7) yields accurate
results in terms of the magnitude and group delay when the virtual microphone signals
were generated on the side of the array facing the source. On the opposite side, however,
the patterns corresponding to the acoustic shadow of the sphere were not properly repli-
cated at middle and higher frequencies. On the other hand, Figs. 4(c) and 4(e) show that
the generation of virtual signals on the opposite side can be improved by including the
two nearest microphones in the interpolation based on (8) to (10). Note that all virtual
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(a) Geometry.

(b) Interpolation from one nearest microphone. (c) Interpolation from two nearest microphones.

(d) Interpolation from one nearest microphone. (e) Interpolation from two nearest microphones.

Figure 4. Virtual microphone signals obtained by surface pressure inter-
polation. The initial data corresponds to 36 microphones equiangularly dis-
tributed (10◦) along a circle on the surface of the rigid sphere. The recorded
sound source was deviated along the direction by an angle of δ = 15◦ from
the reference position. Top panels (b) and (c) show magnitudes of inter-
polated signals, whereas bottom panels (d) and (e) show group delays of
interpolated signals.

signals lacked discontinuities along the angle because of microphone selection based on
the nearest neighbor search.

Figure 5 shows the results obtained when the number of real microphones was 12 (mi-
crophone angular separation of 30◦). Figures 5(b) and 5(d) show that interpolation from
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(a) Geometry.

(b) Interpolation from one nearest microphone. (c) Interpolation from two nearest microphones.

(d) Interpolation from one nearest microphone. (e) Interpolation from two nearest microphones.

Figure 5. Virtual microphone signals obtained by surface pressure inter-
polation. The initial data corresponds to 12 microphones equiangularly dis-
tributed (30◦) along a circle on the surface of the rigid sphere. The recorded
sound source was deviated along the direction by an angle of δ = 15◦ from
the reference position. Top panels (b) and (c) show magnitudes of inter-
polated signals, whereas bottom panels (d) and (e) show group delays of
interpolated signals.

a single nearest microphone based on (7) yields acceptable results in terms of magnitude
and group delay, when the virtual microphone signals were generated on the side of the
array facing the source. On the opposite side, however, the patterns corresponding to
the acoustic shadow of the sphere were not properly replicated at the middle and higher
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frequencies. On the other hand, Figs. 5(c) and 5(e) show that the generation of virtual
signals on the opposite side can be improved by including the two nearest microphones
in the interpolation based on (8) to (10). In all cases, virtual signals also lacked discon-
tinuities along the angle because of microphone selection based on the nearest neighbor
search.

Of special interest is the objective examination of the effects that the deviation an-
gle δ would produce on the performance of interpolation. Two additional numerical
experiments are presented below to investigate these phenomena in both anechoic and
reverberant conditions.

Objective evaluation is based on the following interpolation error:

E(Θr⃗referencer⃗mic
, k) =

S(Θr⃗referencer⃗mic
, k)

P (Θr⃗referencer⃗mic
, k)

, (11)

where S and P denote the interpolated and target signals, respectively. To examine the
spatiospectral distortion, the magnitude of E was first expressed in logarithmic scale, and
then the RMS of the result was calculated along Θr⃗referencer⃗mic

and k. This procedure was
repeated for several deviation angles δ.

Recording in a reverberant condition was simulated using the algorithm in [33] to
describe a rigid sphere of rmic = 8.5 cm radius placed inside a rectangular parallelepiped
room. The image method was used to describe a first-order reflection model of the room.
The center of the coordinates coincides with a bottom corner of the room. The dimensions
of the room included a 5 m width (along x), 6 m length (along y), and 4 m height (along
z). The reflection coefficients of all walls were 0.3. The center position of the microphone
array was (1.6, 4.05, 1.7) m. In addition, the initial position of the sound to be recorded
was (3.3, 4.05, 1.7) m; during the repetitions of numerical experiments, this source was
deviated by an angle δ toward the positive y−axis.

Fig. 6 shows the interpolation error as a function of the deviation angle δ. Fig. 6(a)
shows that in anechoic conditions, both interpolation methods yield similar results when
the deviation angle is small. However, the advantage of relying on two nearest micro-
phones is observed at greater deviation angles. In reverberant conditions, Fig. 6(b)
shows that interpolation from two nearest microphones outperforms that from one near-
est microphone. Nevertheless, the relation between the RMS of interpolation errors and
the deviation angle is not simple.

6. Conclusions. A method to generate virtual microphone signals for the spatial resolu-
tion enhancement of rigid spherical microphone arrays was presented and evaluated. This
method requires prior knowledge about source positions and can be used in recording
environments such as conference rooms or concert halls where the source positions are
often confined to a small region of space. Using this prior knowledge, a surface pressure
variation function for the rigid sphere was introduced relying on a physical model. On
the basis of this function, the spatial resolution enhancement method for spherical arrays
was formulated.

The proposed method adds virtual microphones to the array by synthesizing recording
signals at positions without microphones. The proposal constitutes a preprocessing stage
intended to be applied before array signal encoding.

Numerical experiments with a rigid sphere show that the enhancement of spatial reso-
lution is possible all over the sphere if the number of real microphones is sufficiently large.
On the side of the array that is opposite to the sources, the performance decreases with
increasing frequency. This is overcome based on interpolation from plural microphones,
which significantly improves the performance on the opposite side.
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(a) Anechoic condition. (b) Reverberant condition.

Figure 6. Overall interpolation error. The initial data corresponds to 12
microphones equiangularly distributed (30◦) along a circle on the surface
of the rigid sphere. The position of the sound source to be recorded was
deviated from the reference position along an angle δ with values from 0◦ to
15◦. The reverberant condition was simulated with a first-order reflection
model of a rectangular parallelepiped room of 5 m width, 6 m length, and
4 m height. The reflection coefficients of all walls were set to 0.3.

Extensions of this work can include improvements in phase unwrapping algorithms,
surface pressure interpolation from more than the two nearest microphones, and further
considerations of surface pressure interpolation under diffuse fields.
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