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We propose a three-dimensional sound space sensing system using a micro-
phone array on a solid, human-head-sized sphere with numerous microphones,
which is called SENZI (Symmetrical object with ENchased ZIllion micro-
phones). It can acquire 3D sound space information accurately for recording
and/or transmission to a distant place. Moreover, once recorded, the accurate
information might be reproduced accurately for any listener at any time. This
study investigated the effects of microphone arrangement and the number of
controlled directions on the accuracy of the sound space information acquired
by SENZI. Results of a computer simulation indicated that the microphones
should be arranged at an interval that is equal to or narrower than 5.7◦ to
avoid the effect of spatial aliasing and that the number of controlled directions
should be set densely at intervals of less than 5◦ when the microphone array
radius is 85 mm.
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1. Introduction

Sensing technologies of three-dimensional (3D) sound space information are

indispensable partners of 3D sound reproduction technologies. Comprehen-

sive and accurate sensing of 3D spatial audio information is therefore a key

to realization of high-definition 3D spatial audio systems. Although several

research efforts have addressed sensing topics, few technologies reflect lis-

teners’ head movements in the sensing. Many authors 1−3 have described

that listeners’ head movements are effective to enhance the localization ac-

curacy as well as the perceived realism in human spatial hearing perception.

In this context, a few methods have been proposed to realize sensing of

three-dimensional sound space information considering the listener’s move-

ment 4−6. All of these methods apply special objects to sense sound space

information. These objects are set at the recording place. Then recorded

information is transmitted to a distant place. However, these methods are

insufficient to sense accurate 3D audio space information and to provide

appropriate sound information to plural listeners individually and simulta-

neously.

As another approach to sense and/or to reproduce accurate sound infor-

mation, ambisonics, especially higher-order ambisonics, have been specifi-

cally examined 7, 8. In this technology, 3D sound space information is en-

coded and decoded on several components with specific directivities based

on spherical harmonic decomposition. However, even with higher-order am-

bisonics of the highest order available such as five, the directional resolution

might be insufficient compared with human resolution of spatial hearing. A

sensing system matching human performances is highly desired but it re-

mains unclear how many orders are necessary to yield directional resolution

that is sufficient to satisfy perceptual resolution.

Consequently, we have proposed a system that can sense accurate 3D

sound space information and/or transmit it to a distant place using a mi-

crophone array on a human-head-sized solid sphere with numerous micro-

phones on its surface. We designate this spherical microphone array as

SENZI (Symmetrical object with ENchased ZIllion microphones) 9. The

system can sense 3D sound space information comprehensively: information

from all directions is available, over locations and over time if once recorded,

for any listener orientation and head/ear shape with correct binaural cues.

However, the accuracy of the acquired 3D sound space information neces-

sarily depends on the arrangement of microphones that are set on the solid

sphere 10.

In this study, we investigated the effect of the microphone arrangement
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on the accuracy of the acquired sound space information of SENZI.

2. System Outline9

2.1. System Concept

Figure 1 presents a scheme of the proposed system. The microphone ar-

ray named SENZI is made from an acoustically hard sphere with plenty of

microphones. The SENZI is set at the recording place and sound signals

inputted to all microphones on SENZI are used for synthesizing a listener’s

head related transfer function (HRTF). Calculated signals are typically pre-

sented to a listener binaurally, for example, via headphones. It is notewor-

thy, however, that SENZI can output suitable signals to any spatial sound

reproduction system. Individual HRTFs are synthesized using digital signal

processing. Moreover, listener’s head movement can be reflected to the out-

put signal processing for any listener with various head and ear shape and

for any time for any place if the input signals are once recorded. Therefore,

it is even possible to present individualized 3D sound space information to

many listeners simultaneously using this system.

Signal

Processing

Fig. 1. Concept of the proposed system.

2.2. Calculation method of HRTFs for individual listeners

In the proposed system, to calculate and synthesize a listener’s HRTFs using

input signals from spatially distributed multiple microphones, each input

signal from each microphone is simply weighted and summed to synthesize a

listener’s HRTF. Moreover, the weight is changed according to the 3D head

movement of a human who is in a different place. Therefore, 3D sound space

information is acquired accurately corresponding to any head movement.

Moreover, it should be noted that this is possible for any listener for any

time if input signals are once recorded.



November 1, 2010 10:35 WSPC - Proceedings Trim Size: 9in x 6in IWPASH˙final

4

As the simplest set of circumstances, we first assume the case in which

sounds come only from the horizontal plane. Let H listener signify the lis-

tener’s HRTF for one ear. For a certain frequency f , H listener,f (θ) is ex-

pressed according to the following equation:

H listener,f (θ) =
n
∑

i=1

zi,f ·Hi,f (θ) + ε. (1)

In that equation, Hi,f (θ) is the transfer function of the i-th microphone

from a sound source as a function of the direction of the sound source (θ).

Actually, Hi,f (θ) and zi,f are all complex. Equation 1 reflects that the lis-

tener’s HRTF is calculable from these transfer functions. Equation 1 cannot

be solved; a residual ǫ remains if the number of sound source directions dif-

fers from the number of microphones n. In fact, ǫ varies according to the

weighting coefficient zi,f . Therefore, a set of optimum zi,f is calculated us-

ing the pseudo-inverse matrix. The coefficients zi,f are calculated for each

microphone at each frequency in this method. Calculated zi,f is constant

irrespective of the direction of a sound source. This feature of our method

is extremely important because one important advantage of the system is

that the sound source position need not be considered when sound-space

information is acquired.

When zi,f is calculated, we must select directions (θ), that are incorpo-

rated into the calculation. The selected directions are designated as “con-

trolled directions” hereinafter. However, in a real environment, sound waves

come from all directions, including directions that are not incorporated into

calculations. These directions are called “uncontrolled directions.” To syn-

thesize accurate sound information for all directions including “uncontrolled

directions,” the number of microphones, the arrangement of the micro-

phones on the object, and the shape of the object should be optimized.

3. Accuracy of acquired sound space information for

uncontrolled directions

3.1. Experimental method

We analyzed the accuracy of synthesized HRTFs of all the directions in-

cluding at uncontrolled directions, when the transfer functions of the SENZI

were adjusted at controlled directions.

For this study, the HRTFs of a dummy head (SAMRAI; Koken Co. Ltd.)

were used as the target characteristics to be realized using this system. They

were calculated using the boundary element method (BEM). Calculated
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HRTFs are depicted in Fig. 2. The frequency range for synthesis was set as

0–20 kHz in 93.75 Hz steps.

Table 1 presents verified conditions that were considered. In SENZI,

microphones were set at steps of 20◦ (conditions a, b and c), 10◦ (conditions

d, e and f), or 5◦ (condition g) from 0◦ (in front of the listener) to 359◦ in

the horizontal plane and at steps of 20◦ from −60◦ to 60◦ in the vertical

plane. The controlled directions were set at steps of 20◦ (condition a), 10◦

(conditions b, d), 5◦ (conditions c, e, g), or 2◦ (condition f) from 0◦ (in front

of the listener) to 359◦ in the horizontal plane and at steps of 20◦ from −40◦

to 80◦ in the vertical plane. After calculating the weighting coefficient zi,f in

each condition, the transfer functions of 2,520 (360×7) directions (including

both controlled and uncontrolled directions were synthesized using zi,f in

all conditions.

The error of the synthesized HRTFs in terms of the spectral distortion

(SD) was calculated as follows 9:

εf (θ) =

∣

∣

∣

∣

20log10
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3.2. Results and discussion

Figures 3 to 6 show examples of the SD between the HRTFs of the dummy-

head and the synthesized HRTFs. From these figures, a certain boundary
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Fig. 2. HRTF of SAMRAI (0 deg elev. angle).
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Table 1. Conditions considered

frequency is visible between the frequency range where sound space infor-

mation is synthesized accurately and that where a large synthesis error is

observed. That is expected to be attributable to the effect of spatial aliasing

from the intervals between microphones 11. When the microphones are set

at θ[rad] steps on the SENZI, the interval between each microphone d is

calculated using the following equation:

d = rθ, (3)

where r is the radius of the SENZI.

Because the radius of the SENZI in this study was 85 mm, d was 29.5 mm

in conditions a, b and c, and 14.8 mm in conditions d, e and f. Therefore,

the frequency at which the half-wavelength is equal to d is 5.8 kHz in

conditions a, b and c, and 11.6 kHz in conditions d, e and f. These values

correspond to the boundary frequency of the error in Figs. from 3 to 6.

Therefore, microphones should be set at intervals of 5.7◦ to avoid the effect

of spatial aliasing when the radius of the SENZI is 85 mm.

Figure 7 portrays the average SD for “controlled directions” and “con-

trolled directions and uncontrolled directions.” In this figure, the accuracy

of synthesized HRTFs calculated with controlled and uncontrolled direc-

tions is much lower than that calculated only with controlled directions in

conditions a, d, and g. In these conditions, the number of microphones was

equal to the number of controlled directions. Therefore, the calculated co-

efficients zi,f were fitted strictly at the controlled directions, but they were

not fitted at uncontrolled directions.

For quantitative consideration, we simplified the situation to one in

which microphones and controlled directions were set to 0◦ elevation angle,

i.e. the horizontal plane. In this situation, we investigated the relation be-

tween the intervals of controlled directions and the accuracy of synthesized
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Fig. 3. Spectral distortion of condition a

(0 deg elev. angle).
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Fig. 4. Spectral distortion of condition c

(0 deg elev. angle).
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Fig. 5. Spectral distortion of condition d

(0 deg elev. angle).
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Fig. 6. Spectral distortion of condition e

(0 deg elev. angle).

HRTFs. The microphones were set at steps of 90◦, 45◦, 30◦, 15◦, or 10◦

from 0◦ (in front of the listener) to 359◦ in the horizontal plane of the solid

sphere. The intervals of the controlled directions were changed from 1◦ to

90◦, with the intervals of controlled directions always narrower than that of

microphones. The sampling frequency was 48 kHz. The range for synthesis

was set as 0–20 kHz in steps of 93.75 Hz. Then, SD was calculated for all

directions including controlled and uncontrolled directins.

Figure 8 portrays the relation between the average SD and the intervals

of controlled directions for each microphone arrangement. Results show that

the average SD decreases when the intervals of controlled directions becomes

narrow. Moreover, the average of SD is almost constant when the controlled

directions are set densely at intervals of less than 5◦. Results show that the

controlled directions should be set at 5◦ intervals.

Figures 9 to 12 show the SD of each condition with 36 microphones.
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Fig. 7. Average of spectral distortion in all conditions.

In this case, the intervals of microphones are 10◦ (14.8 mm); thus spatial

aliasing frequency is around 11.5 kHz. These figures show that the error in

the head shadow region around 270◦ decreases as the intervals of controlled

directions become narrow and that the error becomes constant when the

controlled directions are set densely at intervals of less than 5◦.

In summary, if the microphones and the “controlled directions” are ar-

ranged appropriately, then SENZI can accurately synthesize any HRTF up

to around the spatial aliasing frequency for the shadow region and up to

even several kilohertz higher frequency for the sunny-side region.

4. Summary

In this study, we investigated the effects of microphone arrangement and the

number of controlled directions on the accuracy of the comprehensive 3D

sound space information acquisition system called SENZI. The simulation

results indicate that the microphones should be arranged at intervals of

5.7◦ or narrower to avoid the effect of spatial aliasing. Furthermore, the

number of controlled directions should be set densely at intervals of less

than 5◦ when the radius of the microphone array is 85 mm.
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Fig. 8. Relation between the average of spectral distortion and the
number of controlled directions for each microphone arrangement.
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Fig. 9. Spectral distortion of 36 micro-
phones and 8 deg intervals of controlled

directions (45 directions).
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Fig. 10. Spectral distortion of 36 micro-
phones and 6 deg intervals of controlled

directions (60 directions).
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Fig. 11. Spectral distortion of 36 micro-
phones and 5 deg intervals of controlled

directions (72 directions).
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Fig. 12. Spectral distortion of 36 micro-
phones and 4 deg intervals of controlled

directions (90 directions).


